Effects of Thermal Radiation on Unsteady Magnetohydrodynamic Flow of a Micropolar Fluid with Heat and Mass Transfer
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An analysis has been carried out to study the combined effects of heat and mass transfer on the unsteady flow of a micropolar fluid over a stretching sheet. The thermal radiation effects are presented. The arising nonlinear partial differential equations are first reduced to a set of nonlinear ordinary differential equations and then solved by the homotopy analysis method (HAM). Plots for various interesting parameters are presented and discussed. Numerical data for surface shear stress, Nusselt number, and Sherwood number in steady case are also tabulated. Comparison between the present and previous limiting results is given.
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1. Introduction

There exist many fluids in industry and engineering which cannot be interpreted by a linear relationship between stress and deformation rate. Such fluids are called the non-Newtonian fluids. Examples of such fluids are molten polymers, pulps, foods, fossils fuels, muds, fluids containing certain additives, and some naturally occurring fluids such as animal blood. However, the non-Newtonian fluids cannot be studied by employing a single constitutive relationship. This is due to diverse properties of non-Newtonian fluids in nature. Hence many models of non-Newtonian fluids have been reported. Amongst the several models of non-Newtonian fluids [1 – 18], the micropolar fluids have attracted much attention from the researchers. This is due to the fact that the equations governing the flow of a micropolar fluid involve a microrotation vector and a gyration parameter in addition to the classical velocity vector field. Nazar et al. [19] described the steady stagnation point flow of an incompressible fluid bounded by a stretched sheet in its own plane. Axisymmetric flow of a micropolar fluid between two porous disks with heat transfer is examined by Takhar et al. [20]. They presented the finite element solution. Chang [21] provided a numerical analysis for mixed convection flow in a micropolar fluid flowing along a vertical flat plate. Gorla [22] analyzed the thermal boundary layer of a micropolar fluid in the vicinity of a stagnation point. Abo-Eldahab and Aziz [23] studied the heat transfer effects on the flow of a micropolar fluid past a stretched sheet embedded in a non-Darcian medium. The flow problem of a micropolar fluid induced by the rotary oscillations of two concentric spheres has been analyzed by Iyengar and Vani [24]. The arterial flow in the presence of stenosis has been examined by Philip and Chandra [25]. They treated blood as a micropolar fluid. Blasius flow problem as a micropolar fluid is numerically discussed by Rees and Bossom [26]. Hayat et al. [27] studied the stagnation point flow of a micropolar fluid towards a nonlinear stretching sheet in the presence of an uniform applied magnetic field. Non-similar solutions for the boundary layers on a sphere in a micropolar fluid with heat and mass fluxes have been reported by Cheng [28]. Eldabe and Ouaf [29] looked at the heat and mass transfer effects on the stretching flow of a micropolar fluid in the presence of Ohmic heating and viscous dissipation.

The boundary layer flows of a non-Newtonian fluid over a stretching sheet are always important from engineering point of view. For example in extrusion process, glass fiber and paper production, wire drawing, food processing, and movement of biological fluids. Very recently, Nazar et al. [30] looked at the unsteady flow over a stretching sheet in a micropolar fluid. The heat transfer analysis of a boundary layer flow with
radiation is further important in electrical power generation, astrophysical flows, solar power technology, space vehicle re-entry, and other industrial areas. Mass transfer in the boundary layer flow is also an interesting topic of research with a wide range of applications. This is significant in membrane separation processes, and has considerable practical relevance, e.g. in electrochemistry, in fiber industries, and other physical problems in which fluids undergo exothermic and endothermic chemical reactions.

The aim of the current study is to extend the analysis of [30] in four directions. Firstly to discuss the MHD effects. Secondly to analyze the heat transfer effects in presence of a thermal radiation. Thirdly to describe the influence of mass transfer. Fourthly to perform computation for the homotopy solutions. The homotopy analysis method (HAM) proposed by Liao [31] is used for the development of series solutions. This method is very powerful and has been already applied by many investigators [32–46].

2. Mathematical Formulation

We investigate the unsteady flow of a micropolar fluid over a stretching surface. The fluid is electrically conducting in the presence of a constant applied magnetic field \( B_0 \). The induced magnetic field is neglected under the assumption of a small magnetic Reynold number [47]. Initially (for \( t = 0 \)), both fluid and plate are stationary. The fluid has constant temperature \( T_\infty \) and concentration \( C_\infty \). The plate at \( y = 0 \) is stretched by the velocity component \( u = ax \). For \( t > 0 \) the surface temperature and concentration are \( T_w \) and \( C_w \), respectively. The boundary layer flow is governed by the following equations:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, 
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \left( v + \frac{\kappa}{\rho} \right) \frac{\partial^2 u}{\partial y^2} + \frac{\kappa}{\rho} \frac{\partial N}{\partial y} - \frac{\sigma B_0^2}{\rho} u, 
\]

\[
\frac{\partial N}{\partial t} + u \frac{\partial N}{\partial x} + v \frac{\partial N}{\partial y} = \frac{\gamma^*}{\rho j} \frac{\partial^2 N}{\partial y^2} - \frac{\kappa}{\rho j} \left( 2N + \frac{\partial u}{\partial y} \right), 
\]

\[
\rho c_p \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = k \frac{\partial^2 T}{\partial y^2} - \frac{\partial q_r}{\partial y}, 
\]

\[
\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} + v \frac{\partial C}{\partial y} = D \frac{\partial^2 C}{\partial y^2} - k_1 C, 
\]

and the subjected conditions are

\[
u = v = N = 0, \quad T = T_\infty, \quad C = C_\infty, \quad t < 0, 
\]

\[
u = u_w = ax, \quad v = 0, \quad N = -m_0 \frac{\partial u}{\partial y}, \quad T = T_w, \quad C = C_w, \quad y = 0; \quad t \geq 0, \quad u \rightarrow 0, \quad v \rightarrow 0, 
\]

\[ N \rightarrow 0, \quad T \rightarrow 0, \quad C \rightarrow 0, \quad as \quad y \rightarrow \infty, \]

where in (4) the viscous dissipation is not included. In above equations \( u \) and \( v \) are the velocity components along the \( x \)- and \( y \)-axes, respectively, \( \rho \) is the fluid density, \( v \) the kinematic viscosity, \( \sigma \) the the electrical conductivity, \( N \) the microrotation or angular velocity, \( T \) the temperature, \( c_p \) the specific heat, \( k \) the thermal conductivity of the fluid, \( q_r \) the radiative heat flux, \( C \) is the concentration species of the fluid, \( D \) the diffusion coefficient of the diffusion species in the fluid, \( k_1 \) denotes the first-order homogeneous constant reaction rate, \( j = (v/c) \) is the microinertia per unit mass, \( \gamma^* = (\mu + \kappa/2) j \) and \( \kappa \) are the spin gradient viscosity and vortex viscosity, respectively. Here \( m_0 \) is a constant and \( 0 \leq m_0 \leq 1 \). The case \( m_0 = 0 \), which indicates \( N = 0 \) at the wall, represents concentrated particle flows in which the microelements close to the wall surface are unable to rotate [1]. This case is also known as the strong concentration of microweak elements [2]. The case \( m_0 = 1/2 \) indicates the vanishing of the anti-symmetric part of the stress tensor and denotes weak concentration [3] of microweak elements. We shall consider here both cases of \( m_0 = 0 \) and \( m_0 = 1/2 \). However, it can easily be shown that for \( m_0 = 1/2 \) the governing equations can be reduced to the classical problem of steady boundary layer flow of a viscous incompressible fluid near the plane wall. However, the most common boundary condition used in the literature is the vanishing of the spin on the boundary, so-called strong interaction. The opposite extreme, the weak interaction, is the vanishing of the momentum stress on the boundary [2]. A third or compromise in the vanishing of a linear combination of spin, shearing stress and couple stress, involving some friction coefficients, a particular case of which was the condition used by Peddieison [4].

Employing Rosseland approximation we have

\[
q_r = \frac{4\sigma^* \gamma^* T^4}{3k^*}, 
\]

where \( \sigma^* \) is the Stefan–Boltzmann constant and \( k^* \) the mean absorption coefficient. Using Taylor series one
can expand from $T^4$ about $T_0$ as
\[ T^4 \approx 4T_0^4T - 3T_0^4, \]  
(8)
where the higher-order terms have been neglected.

Now with (4), (7), and (8) we have
\[ \rho c_p \left[ \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right] = \frac{\partial}{\partial y} \left[ \left( 16\sigma^3T_0^3 + k \right) \frac{\partial T}{\partial y} \right]. \]  
(9)
\[ \text{Defining} \]
\[ \psi = (a^2)^{1/2} \xi^{1/2}xf(\xi, \eta), \]
\[ N = (\alpha/\kappa)^{1/2} \xi^{1/2}axg(\xi, \eta), \]
\[ \eta = (\alpha/\kappa)^{1/2} \xi^{1/2}y, \]
\[ \tau = at, \quad \theta = \frac{T - T_0}{T_{\infty} - T_0}, \quad \phi = \frac{C - C_{\infty}}{C_{\infty} - C_{\infty}}. \]

Then (1) is automatically satisfied and (2), (3), (5), (6), and (9) reduce to
\[ (1 + K)f''' + (1 - \xi) \left( \frac{\eta}{2} f'' - \xi f' \right) \]
\[ + \xi \left[ f f'' - (f')^2 - M^2 f' \right] + Kg' = 0, \]
\[ \left( 1 + \frac{K}{2} \right) g'' + (1 - \xi) \left( \frac{g' + \eta}{2} - \xi \frac{g''}{2} + \xi \frac{g''}{2} \right) \]
\[ + \xi \left[ f f' - f f' - 2Kg - Kf'' \right] = 0, \]
\[ (1 + N_R) \theta'' + Pr(1 - \xi) \left( \frac{\eta}{2} \theta' - \xi \frac{\theta''}{2} \right) \]
\[ + Pr\xi f \theta' = 0, \]
\[ \phi'' + Sc(1 - \xi) \left( \frac{\eta}{2} \phi' - \xi \frac{\phi''}{2} \right) + Sc\xi f \phi' \]
\[ - \gamma Sc\xi \phi = 0, \]
\[ f(\xi, 0), \quad f'(\xi, 0) = 1, \quad g(\xi, 0) = -m_0f''(\xi, 0), \]
\[ \theta(\xi, 0) = \phi(\xi, 0) = 1, \]
\[ f'(\xi, \infty) = g(\xi, \infty) = \theta(\xi, \infty) = \phi(\xi, \infty) = 0, \]
where a prime denotes the derivative with respect to $\eta$. Here material parameter $K$, Hartman number $M$, Prandtl number $Pr$, radiation parameter $N_R$, Schmidt number $Sc$, and chemical reaction parameter $\gamma$ are given by
\[ K = \frac{\kappa}{\mu}, \quad M^2 = \frac{\sigma B_0^2}{\rho a}, \quad Pr = \frac{\mu c_p}{k}, \]
\[ N_r = \frac{16\sigma^3T_0^3}{3k^2}, \quad Sc = \frac{\nu}{D}, \quad \gamma = \frac{k_1}{a}. \]

The skin friction coefficients $C_{f_k}$, local Nusselt number $Nu$, and local Sherwood number $Sh$ are defined by the following expressions:
\[ C_{f_k} = \frac{[\mu + \kappa]\frac{\partial u}{\partial y} + \kappa N}{\rho u_{w}^2}, \]
\[ Nu = \frac{-x(\partial T/\partial y)_{y=0}}{T_{w} - T_{0}}, \quad Sh = \frac{-x(\partial C/\partial y)_{y=0}}{(C_{w} - C_{0})}. \]

Utilizing (10) we obtain
\[ Re_s^{1/2} \xi^{1/2} C_{f_k} = [1 + (1 - m_0)K]f''(\xi, 0), \]
\[ NuRe_s^{1/2} \xi^{1/2} = -\theta'(\xi, 0), \]
\[ ShRe_s^{1/2} \xi^{1/2} = -\phi'(\xi, 0), \]
where $Re_s = \alpha x^2/\nu$ is the local Reynolds number.

For $\xi = 0$ (initial unsteady-state flow), (11)–(14) can be written as
\[ (1 + K)f'' + \frac{\eta}{2} f'' + Kg' = 0, \]
\[ \left( 1 + \frac{K}{2} \right) g'' + \frac{\eta}{2} g' + \frac{1}{2} g = 0, \]
\[ (1 + N_R) \theta'' + Pr\frac{\eta}{2} \theta' = 0, \]
\[ \phi'' + Sc\frac{\eta}{2} \phi' = 0. \]

When $\xi = 1$ (final steady state flow) then (11)–(14) become
\[ (1 + K)f'' + f f'' - (f')^2 - M^2 f' + Kg' = 0, \]
\[ \left( 1 + \frac{K}{2} \right) g'' + f g' - f g' - 2Kg - Kf'' = 0, \]
\[ (1 + N_R) \theta'' + Prf \theta' = 0, \]
\[ \phi'' + Scf \phi' - \gamma Sc \phi = 0. \]

3. Homotopy Analysis Solutions

To get the homotopy analysis solutions, we substitute $f(\xi, \eta), g(\xi, \eta), \theta(\xi, \eta)$, and $\phi(\xi, \eta)$ by a set of base functions
\[ \{\xi^k \eta^j \exp(-n\eta) \mid k \geq 0, n \geq 0, j \geq 0\} \]
in the form
\[ f(\eta, \xi) = a_{0,0}^\theta + \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \sum_{n=1}^{\infty} a_{j,n}^\theta \xi^j \eta^n \exp(-n\eta), \] (21)
\[ g(\eta, \xi) = \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \sum_{n=1}^{\infty} b_{j,n}^k \xi^j \eta^n \exp(-n\eta), \] (22)
\[ \theta(\eta, \xi) = \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \sum_{n=1}^{\infty} c_{j,n}^k \xi^j \eta^n \exp(-n\eta), \] (23)
\[ \phi(\eta, \xi) = \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \sum_{n=1}^{\infty} d_{j,n}^k \xi^j \eta^n \exp(-n\eta), \] (24)
in which \(a_{j,n}^\theta, b_{j,n}^k, c_{j,n}^k, \) and \(d_{j,n}^k\) are the coefficients. By the rule of solution expressions and with the boundary conditions (15), we can choose the initial guesses \(f_0, g_0, \theta_0,\) and \(\phi_0\) of \(f(\xi, \eta), g(\xi, \eta), \theta(\xi, \eta),\) and \(\phi(\xi, \eta)\) as follows:
\[ f_0(\xi, \eta) = 1 - \exp(-\eta), \] (25)
\[ g_0(\xi, \eta) = m_0 \exp(-\eta), \] (26)
\[ \theta_0(\xi, \eta) = \exp(-\eta), \] (27)
\[ \phi_0(\xi, \eta) = \exp(-\eta). \] (28)
The auxiliary linear operators are defined by the following equations:
\[ \mathcal{L}_1 = \frac{d^3 f}{d\eta^3} - \frac{df}{d\eta}, \] (29)
\[ \mathcal{L}_2 = \frac{d^2 g}{d\eta^2} - g, \] (30)
\[ \mathcal{L}_3 = \frac{d\theta}{d\eta} - \theta, \] (31)
\[ \mathcal{L}_4 = \frac{d\phi}{d\eta} - \phi, \] (32)
which satisfy
\[ \mathcal{L}_1 [C_1 + C_2 \exp(-\eta) + C_3 \exp(-\eta)] = 0, \] (33)
\[ \mathcal{L}_2 [C_4 \exp(-\eta) + C_5 \exp(-\eta)] = 0, \] (34)
\[ \mathcal{L}_3 [C_6 \exp(-\eta) + C_7 \exp(-\eta)] = 0, \] (35)
\[ \mathcal{L}_4 [C_8 \exp(-\eta) + C_9 \exp(-\eta)] = 0, \] (36)
where \(C_i (i = 1 - 9)\) are arbitrary constants.

If \(p \in [0, 1]\) denotes the embedding parameter and \(h_t, h_g, h_\theta,\) and \(h_\phi\) the non-zero auxiliary parameters, then we construct the zeroth-order deformation equations
\[ (1 - p) \mathcal{L}_1 [\tilde{f}(\xi, \eta; p) - f_0(\xi, \eta)] = p h_1 N_1 [\tilde{f}(\xi, \eta; p)], \] (37)
\[ (1 - p) \mathcal{L}_2 [\tilde{g}(\xi, \eta; p) - g_0(\xi, \eta)] = p h_2 N_2 [\tilde{g}(\xi, \eta; p)], \] (38)
\[ (1 - p) \mathcal{L}_3 [\tilde{\theta}(\xi, \eta; p) - \theta_0(\xi, \eta)] = p h_3 N_3 [\tilde{\theta}(\xi, \eta; p)], \] (39)
\[ (1 - p) \mathcal{L}_4 [\tilde{\phi}(\xi, \eta; p) - \phi_0(\xi, \eta)] = p h_4 N_4 [\tilde{\phi}(\xi, \eta; p)], \] (40)
subjected to the following boundary conditions:
\[ \tilde{f}(\eta; \xi) |_{\eta=0} = 0, \] (31)
\[ \tilde{g}(\eta; \xi) |_{\eta=0} = -m_0 \frac{\partial^2 f(\eta; \xi)}{\partial \eta^2} |_{\eta=0}, \] (41)
\[ \frac{\partial \tilde{\theta}(\eta; \xi)}{\partial \eta} |_{\eta=0} = \partial(\eta; \xi) |_{\eta=0} = 0, \] (42)
\[ \frac{\partial \tilde{\phi}(\eta; \xi)}{\partial \eta} |_{\eta=0} = 0, \] (43)
in which we define the nonlinear operators \(N_1, N_2, N_3,\) and \(N_4\) as
\[ N_1 [\tilde{f}(\xi, \eta; p), g(\xi, \eta; p)] = (1 + \lambda) \frac{\partial^3 \tilde{f}(\xi, \eta; p)}{\partial \eta^3}, \] (44)
\[ + (1 - \xi) \left( \frac{\eta}{2} \frac{\partial^2 \tilde{f}(\xi, \eta; p)}{\partial \eta^2} - \xi \frac{\partial^2 \tilde{f}(\xi, \eta; p)}{\partial \eta \partial \xi} \right), \] (45)
\[ + \xi \left[ \tilde{f}(\xi, \eta; p) \frac{\partial^2 \tilde{f}(\xi, \eta; p)}{\partial \eta^2} - \left( \frac{\partial \tilde{f}(\xi, \eta; p)}{\partial \eta} \right)^2 \right], \] (46)
\[ - \lambda^2 \frac{\partial^2 \tilde{f}(\xi, \eta; p)}{\partial \eta^2} + kg', \] (47)
\[ N_2 [\tilde{g}(\xi, \eta; p), \tilde{g}(\xi, \eta; p)] = (1 + \lambda) \frac{\partial^3 \tilde{g}(\xi, \eta; p)}{\partial \eta^3}, \] (48)
\[ + (1 - \xi) \left( \frac{\eta}{2} \frac{\partial^2 \tilde{g}(\xi, \eta; p)}{\partial \eta^2} - \xi \frac{\partial \tilde{g}(\xi, \eta; p)}{\partial \eta \partial \xi} \right), \] (49)
\[ + \frac{1}{2} \tilde{g}(\xi, \eta; p) = \xi \left[ \tilde{f}(\xi, \eta; p) \frac{\partial \tilde{f}(\xi, \eta; p)}{\partial \eta} - 2k \tilde{g}(\xi, \eta; p) \right], \] (50)
\[ - \lambda^2 \frac{\partial^2 \tilde{g}(\xi, \eta; p)}{\partial \eta^2} - 2kg(\xi, \eta; p), \] (51)
Obviously, when $p = 0$ and $p = 1$ then

$$
\hat{f}(\xi, \eta; 0) = f_0(\xi, \eta), \quad \hat{f}(\xi, \eta; 1) = f(\xi, \eta),
$$

$$
\hat{g}(\xi, \eta; 0) = g_0(\xi, \eta), \quad \hat{g}(\xi, \eta; 1) = g(\xi, \eta),
$$

$$
\hat{\theta}(\xi, \eta; 0) = \theta_0(\xi, \eta), \quad \hat{\theta}(\xi, \eta; 1) = \theta(\xi, \eta),
$$

$$
\hat{\phi}(\xi, \eta; 0) = \phi_0(\xi, \eta), \quad \hat{\phi}(\xi, \eta; 1) = \phi(\xi, \eta).
$$

In view of Taylor series with respect to $p$, we have

$$
\hat{f}(\xi, \eta; p) = f_0(\xi, \eta) + \sum_{m=1}^{\infty} f_m(\xi, \eta) p^m, \quad m \geq 0,
$$

$$
\hat{g}(\xi, \eta; p) = g_0(\xi, \eta) + \sum_{m=1}^{\infty} g_m(\xi, \eta) p^m, \quad m \geq 0,
$$

$$
\hat{\theta}(\xi, \eta; p) = \theta_0(\xi, \eta) + \sum_{m=1}^{\infty} \theta_m(\xi, \eta) p^m, \quad m \geq 0,
$$

$$
\hat{\phi}(\xi, \eta; p) = \phi_0(\xi, \eta) + \sum_{m=1}^{\infty} \phi_m(\xi, \eta) p^m, \quad m \geq 0.
$$

The auxiliary parameters are so properly chosen that series (50)–(53) converge at $p = 1$. Then we have

$$
f(\xi, \eta) = f_0(\xi, \eta) + \sum_{m=1}^{\infty} f_m(\xi, \eta),
$$

$$
g(\xi, \eta) = g_0(\xi, \eta) + \sum_{m=1}^{\infty} g_m(\xi, \eta),
$$

$$
\theta(\xi, \eta) = \theta_0(\xi, \eta) + \sum_{m=1}^{\infty} \theta_m(\xi, \eta),
$$

$$
\phi(\xi, \eta) = \phi_0(\xi, \eta) + \sum_{m=1}^{\infty} \phi_m(\xi, \eta).
$$

The resulting problems at the $m$th-order deformation are

$$
L_{\xi}(f_m(\xi, \eta) - \chi_m f_m(\xi, \eta)) = h_\xi R^f_m(\xi, \eta),
$$

$$
L_{\xi}(g_m(\xi, \eta) - \chi_m g_m(\xi, \eta)) = h_\xi R^g_m(\xi, \eta),
$$

$$
L_\theta(\theta_m(\xi, \eta) - \chi_m \theta_m(\xi, \eta)) = h_\theta R^\theta_m(\xi, \eta),
$$

$$
L_\phi(\phi_m(\xi, \eta) - \chi_m \phi_m(\xi, \eta)) = h_\phi R^\phi_m(\xi, \eta),
$$

with the boundary conditions

$$
f_m(0, \eta) = 0, \quad f'_m(0, \eta) = 0, \quad f_m(\xi, \infty) = 0,
$$

$$
g_m(0, \eta) = 0, \quad g_m(\xi, \infty) = 0, \quad g'_m(\xi, \infty) = 0,
$$

$$
\theta_m(0, \eta) = 0, \quad \phi_m(\xi, \infty) = 0, \quad \phi_m(0, \eta) = 0.
$$
values of $\bar{h}$ noticed from Figure 1 that the range for the admissible plotted for the 10th-order of approximations.

4. Convergence of the Homotopy Solutions

Obviously, the series solutions (55)–(58) depend upon the non-zero auxiliary parameters $h_t$, $h_g$, $h_\theta$, and $h_\phi$ which can adjust and control the convergence of the HAM solutions. In order to see the range for admissible values of $h_t$, $h_g$, $h_\theta$, and $h_\phi$, the $\bar{h}$-curves of the functions $f''(\xi,0)$, $g'(\xi,0)$, $\theta'(\xi,0)$, and $\phi'(\xi,0)$ are plotted for the 10th-order of approximations. It is noticed from Figure 1 that the range for the admissible values of $h_t$, $h_g$, $h_\theta$, and $h_\phi$ are $-0.8 \leq h_t \leq -0.3$, $-0.9 \leq h_\theta \leq -0.2$, and $-0.8 \leq h_g$, $h_\phi \leq -0.3$. Furthermore, our computation shows that the series given by (55)–(58) converge in the whole region of $\eta$ when $h_t = h_g = -0.7 = h_\theta = h_\phi$. Figure 1 shows $\bar{h}$-curves for velocity and concentration when $\xi = 0.5$.

5. Results and Discussion

The main interest here is to study the variations of material parameter $K$, Hartman number $M$, Prandtl number $Pr$, radiation parameter $N_R$, Schmidt number $Sc$, and chemical reaction parameter $\gamma$ on the velocity components, concentration field, and skin friction coefficient. Figures 2–14 have been sketched for this purpose. Figures 2–7 display the effects of dimensionless time $\tau$, material parameter $K$, and Hartman number $M$ on the velocity component $f'(\eta,\xi)$ and skin-friction coefficient $\xi^{1/2}Re^{1/2}C_{\delta^*}$. The variation of dimensionless time $\tau$ on the velocity component $f'(\eta,\xi)$ is shown in Figure 2. Clearly, the velocity component $f'(\eta,\xi)$ increases by increasing $\tau$. Figure 3 gives the variations of $M$ on the velocity component $f'(\eta,\xi)$. The velocity component $f'(\eta,\xi)$ is
a decreasing function of $M$. Figures 4 and 5 represent the velocity profiles for various values of $K$ when $m_0 = 0.5$ and $m_0 = 0.0$, respectively. It is seen that results here are similar in both cases but the change in Figure 4 is slightly smaller when compared with Figure 5. The effects of $K$ and $M$ on the skin-friction coefficient $\xi^{1/2}R_{x}^{1/2}C_{f_{x}}$ are shown in the Figures 6 and 7. It is observed that the magnitude of skin friction coefficient $\xi^{1/2}R_{x}^{1/2}C_{f_{x}}$ increases when $K$ and $M$ are increased. Figures 8–11 are plotted for the microrotation profile $g(\eta, \xi)$. From Figures 10 and 11, one can observed that the microrotation profile for $m_0 = 0$ is different than for $m_0 = 0.5$.

Figures 12–14 are prepared for the effects of Prandtl number $Pr$, radiation parameter $N_{R}$, and dimensionless time $\tau$ on the temperature field $\theta(\eta, \xi)$. The variation of $Pr$ on the temperature field is sketched in Figure 12. It is found that $\theta$ is a decreasing function of $Pr$. Figure 13 gives the effects of radiation parameter $N_{R}$ on the temperature field. It has opposite results when compared with Figure 12. Figure 14 elucidates the influence of $\tau$ on $\theta(\eta, \xi)$. It is noticed that the temperature field $\theta(\eta, \xi)$ is an increasing function of $\tau$ and the concentration boundary layer thickness also increases for large values of $\tau$. Figures 15–17 are prepared for the effects of dimensionless time $\tau$, the Schmidt number $Sc$, and the chemical reaction parameter $\gamma$ on the concentration field $\phi(\eta, \xi)$ and the surface mass transfer $\xi^{1/2}R_{x}^{1/2}C_{f_{x}}Sh$. Figure 15 shows the influence of $\tau$ on the concentration field $\phi(\eta, \xi)$ in the case of destructive chemical reaction $\gamma > 0$. It is noted that concentration field $\phi(\eta, \xi)$ is an increasing function of $\tau$ and the concentration boundary layer thickness also increases for large values of $\tau$. The variation of $Sc$ on the concentration field is sketched in Figure 16. It is observed that $\phi$ is a decreasing function of $Sc$. Figure 17 gives the effects of destructive chemical reaction ($\gamma > 0$) on the concentration field. It is seen that results here are similar to $\gamma < 0$ but the change in Figure 17 is slightly smaller when compared with Figure 16. Figure 18 illustrates the variation of generative chemical reaction ($\gamma < 0$). It has opposite results when compared with Figure 17.

Tables 1–4 give the steady-state results ($\xi = 1$) for the surface shear stress, surface heat transfer, and surface mass transfer for different values of the emerging parameters. Table 1 includes the values of skin friction coefficient $C_{f_{x}}R_{x}^{1/2}$. This table indicates that the HAM solution is in good agreement with the numerical solution [30]. From Table 2 it is noticed that the magnitude of skin friction coefficient increases for large values of $M$ and $K$. It is also observed from the comparison

<table>
<thead>
<tr>
<th>$K$</th>
<th>$m_0$</th>
<th>$0.0$</th>
<th>$0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>$-1.367872$</td>
<td>$-1.224734$</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>$-1.530501$</td>
<td>$-1.363638$</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>$-1.942227$</td>
<td>$-1.706493$</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0</td>
<td>$-2.487393$</td>
<td>$-2.147621$</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0</td>
<td>$-1.180383$</td>
<td>$-1.180332$</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
<td>$-1.530501$</td>
<td>$-1.363638$</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>$-1.815277$</td>
<td>$-1.574471$</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0</td>
<td>$-2.245602$</td>
<td>$-1.929364$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_{R}$</th>
<th>$K$</th>
<th>$Pr$</th>
<th>$M$</th>
<th>$\phi(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>0.852014</td>
</tr>
<tr>
<td>0.7</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>0.799771</td>
</tr>
<tr>
<td>1.2</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.299943</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.696172</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.088922</td>
</tr>
<tr>
<td>2.0</td>
<td>3.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.301085</td>
</tr>
<tr>
<td>0.7</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.979971</td>
</tr>
<tr>
<td>0.7</td>
<td>4.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.797627</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$Sc$</th>
<th>$\gamma$</th>
<th>$K$</th>
<th>$M$</th>
<th>$-\phi(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.781761</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.773298</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.754651</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.734822</td>
</tr>
</tbody>
</table>
Fig. 4. Influence of $K$ on velocity profile $f'$ when $m_0 = 0.5$.

Fig. 5. Influence of $K$ on velocity profile $f'$ when $m_0 = 0.0$.

Fig. 6. Influence of $K$ on $\xi^{1/2} Re_{x}^{1/2}Cf$.

Fig. 7. Influence of $M$ on $\xi^{1/2} Re_{x}^{1/2}Cf$.

Fig. 8. Influence of $\tau$ on microrotation profile $g$ when $m_0 = 0.5$.

Fig. 9. Influence of $\tau$ on microrotation profile $g$ when $m_0 = 0.0$. 
Fig. 10. Influence of $K$ on microrotation profile $\theta$ when $m_0 = 0.5$.

Fig. 11. Influence of $K$ and $m_0$ on microrotation profile $\theta$.

Fig. 12. Influence of $Pr$ on temperature profile $\theta$.

Fig. 13. Influence of $N_R$ on temperature profile $\theta$.

Fig. 14. Influence of $\tau$ on temperature profile $\theta$.

Fig. 15. Influence of $\tau$ on concentration profile $\phi$. 
of these tables that the magnitude of skin friction coefficient \( C_{f_x}R e^{1/2} \) is larger in the case of magnetohydrodynamic flow. Table 3 depicts the variation of the heat transfer characteristic at the wall \(-\theta'(0)\) for different values of \( N_R, Pr, K, \) and \( M. \) The magnitude of \(-\theta'(0)\) increases for larger values of \( K. \) Table 4 is prepared for the variation of \( K, M, Sc, \) and \( \gamma \) on the surface mass transfer. It is apparent from this table that the magnitude of \(-\phi'(0)\) increases for large values of \( K \) and decreases for large values of \( M. \) The magnitude of \(-\phi'(0)\) increases when \( Sc \) and \( \gamma \) are increased.

6. Closing Remarks

A mathematical model for the unsteady flow of a micropolar fluid with heat and mass transfer is presented. Computations for the nonlinear problems are made. The main results can be summarized as follows:

- The increasing values of \( M \) leads to a decrease in the boundary layer thickness.
- The fluid velocity increases as the microgyration parameter \( m_0 \) increases.
- Microrotation profile has a parabolic distribution for \( m_0 = 0. \)
- The temperature \( \theta \) decreases when \( Pr \) increases.
- The variation of \( Pr \) on temperature is opposite to that of \( N_R. \)
- The influence of destructive chemical reaction parameter is to decrease the concentration field.
- The concentration field \( \phi \) has opposite results for destructive \((\gamma > 0)\) and generative \((\gamma < 0)\) chemical reactions.
- The effects of \( Sc \) and destructive chemical reaction parameter \((\gamma > 0)\) on the concentration field are opposite.