Application of the Decomposition Method of Adomian for Solving the Pantograph Equation of Order $m$
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In many fields of the contemporary science and technology, systems with delaying links often appear. By a delay differential equation (DDE), we mean an evolutionary system in which the (current) rate of change of the state depends on the historical status of the system. Delay models play a relevant role in different fields such as biology, economy, control, and electrodynamics and hence have been attracted a lot of attention of the researchers in recent years. In this study, the numerical solution of a well-known delay differential equation, namely, the pantograph equation is investigated by means of the Adomian decomposition method and then a numerical evaluation is included to demonstrate the validity and applicability of this procedure.
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1. Introduction

Delay differential equations (DDEs) provide a powerful means of modelling many phenomena in applied sciences such as medicine, economy, biology, and electrodynamics. They allow in fact a mean of modelling phenomena, where the rate of variation of a quantity does not only depend on the value of the quantity itself at time $t$ but also on previous values, that is on its history.

In the last decades, the computational methods for DDEs have been studied by many authors, and a significant number of important results have been found. However, as an important case of DDEs, the study of the pantograph equation has been developed rapidly and growing attention has being paid to its analysis and numerical solution.

A pantograph is a device that collects electric current from overhead lines for electric trains or trams. The term pantograph derives from the resemblance to pantograph devices for copying writing and drawings.

The pantograph equation originated from the work of Ockendon and Taylor [1] which models and redesigns overhead electricity collection system for a train to ensure the contact to the wires. For more comprehensive discussion of this equation we refer the reader to the papers [2 – 13].

In the present work, we consider the following nonhomogeneous pantograph equation of order $m$:

$$u^{(m)}(t) = \sum_{j=0}^{J} \mu_{jk}(t) u^{(k)}(q_{jk} t) + f(t), \quad t \geq 0, \quad (1)$$

with the initial conditions

$$u^{(k)}(0) = \gamma_k, \quad k = 0, 1, \ldots, m-1,$$

where $0 < q_{jk} \leq 1$, $\mu_{jk}$ are known functions, and $(m)$ in $u^{(m)}$ is considered as $m$th derivation of the function $u$ with respect to the variable $t$.

The solution of this equation is constructed by means of the Adomian decomposition method. In recent years a large amount of literature developed concerning the Adomian decomposition method and the related modification. This method was first proposed by the American mathematician G. Adomian (1923 – 1996) and has been applied already to a wide class of stochastic and deterministic problems in science and engineering. It is based on the search for a solution in the form of a series and on decomposing the nonlinear operator into a series in which the terms are calculated recursively using Adomian polynomials [14, 15]. Wazwaz [16] developed a framework to obtain exact solutions to Fisher’s equation and to a nonlinear
The Adomian decomposition method is employed in [18] to find exact and approximate solutions for a nonlinear dispersive Korteweg-de Vries (KdV) equation with an initial profile. Single-soliton, two-soliton, and rational solutions are obtained by this approach. Numerical examples are given to illustrate the pertinent feature of the algorithm proposed. Authors of [19] used the Adomian decomposition method and the phenomenon of the self-cancelling noise terms for solving weakly singular Volterra-type integral equations. The solution is given by a convergent power series. A comparison of the given method with collocation-type methods that use a nonpolynomial basis shows the effectiveness of the employed method. In [20] the Adomian decomposition method and the modified Adomian decomposition method are improved for solving approximately homogeneous and inhomogeneous two-dimensional heat equations using Padé approximations. Also this approach was used to find approximate solutions of the coupled Burgers equations. The results show that these techniques increase efficiently the accuracy of approximate solutions and lead to convergence with a rate faster than using the Adomian decomposition and the modified Adomian decomposition methods [20]. Also employing higher-order Padé approximations produces more efficient results. Adomian’s decomposition method is proposed in [21] to approximate the solutions of the nonlinear damped regularized long-wave equation with a variable coefficient.

This method is applied actively on various differential equations such as the reaction convection diffusion equation [22], Laplace equation [23], generalized nonlinear Boussinesq equation [24], Fisher’s equation [16], Burgers’ equation with fractional derivation [25], Camassa-Holm equation [26], Navier-Stokes equations [27], Emden-Fowler type of equations and wave-type equation with singular behaviour [28], Kawahara equation [29], some problems in calculus of variations [30], system of fractional differential equations [31], Fokker-Planck equation [32], hyperbolic partial differential equations [33], and many other problems in science and engineering. This approach is useful for obtaining both a closed form and the explicit solution and numerical approximations of linear or nonlinear differential equations and it is also quite straightforward to write computer codes. In this work, we employ this technique for solving the pantograph equation (1).

The structure of this paper is as follows:

In Section 2, a brief description of the Adomian decomposition method and its application to the pantograph equation (1) are provided. Section 3 contains some numerical examples to show efficiently and applicability of the new technique for the studied problem. Finally a conclusion is drawn in Section 4.

2. Adomian Decomposition Method

In this section we apply the decomposition procedure of Adomian to solve equation (1).

Consider the pantograph equation (1). If we define

\[ L(u(t)) = \sum_{j=0}^{m-1} \sum_{k=0}^{1} \mu_{jk}(t) u^{(k)}(q_{jk} t) + f(t). \]  

(2)

Assume that the inverse operator \( L^{-1} \) exists and can be taken as follows:

\[ L^{-1}(\cdot) = \int_{0}^{t} \int_{0}^{s_{m-1}} \cdots \int_{0}^{s_{1}} (\cdot) ds_{1} \cdots ds_{m-1}. \]

Applying the inverse operator \( L^{-1} \) to both sides of (2) yields

\[ L^{-1} u(t) = L^{-1} \left( \sum_{j=0}^{m-1} \sum_{k=0}^{1} \mu_{jk}(t) u^{(k)}(q_{jk} t) \right) + L^{-1}(f(t)), \]

and therefore we can write

\[ u(t) = \sum_{l=0}^{m-1} \sum_{j=0}^{l} \frac{\gamma_{l} t^{l}}{l!}. \]  

(3)

Based on the Adomian decomposition method, we seek the solution of (1) in the following form:

\[ u(t) = \sum_{n=0}^{\infty} u_{n}(t), \]  

(4)

where the components \( u_{n} \) satisfy the following recursive relationships:

\[ u_{0}(t) = \sum_{l=0}^{m-1} \gamma_{l} t^{l} + L^{-1}(f(t)), \]  

(5)
The $n$-term approximation of the solution is defined as 

$$\phi_n(t) = \sum_{k=0}^n \mu_{jk}(t)q_{jk},$$

and 

$$f(t) = \exp(-2t)(-2t^2 + 1) - \left(\frac{1}{25}t^2 + \frac{1}{5}t\right)\exp\left(-\frac{2}{5}t\right) + \left(\frac{3}{16}t^2 + \frac{3}{4}t\right)\exp\left(-\frac{5}{4}t\right) - \frac{11}{36}t^2 - \frac{7}{6},$$

with the initial condition 

$$u(0) = 0.$$ 

The exact solution of this equation is 

$$u(t) = (t^2 + t)\exp(-2t).$$ 

Using the discussion presented in Section 2, we obtain the recurrent relations 

$$u_0(t) = \int_0^t \left[\exp(-2s)(-2s^2 + 1)
+ \left(\frac{1}{25}s^2 - \frac{1}{5}s\right)\exp\left(-\frac{2}{5}s\right)
+ \left(\frac{3}{16}s^2 + \frac{3}{4}s\right)\exp\left(-\frac{5}{4}s\right) - \frac{11}{36}s^2 - \frac{7}{6}\right]ds,$$

and 

$$u_n(t) = \int_0^t \left[3\exp\left(\frac{1}{3}s\right)u_{n-1}\left(\frac{1}{6}s\right)
+ 2\exp\left(\frac{2}{3}s\right)u_{n-1}\left(\frac{1}{3}s\right) + u_{n-1}\left(\frac{1}{5}s\right)
- 3\exp\left(-\frac{3}{4}s\right)u_{n-1}\left(\frac{1}{4}s\right)\right]ds, \quad n \geq 1.$$
Having (7) and (8), we can obtain \( u_n \) for \( n = 0, 1, 2, 3 \). In Figure 1 and Table 1, numerical results, the error functions \(|u(t) - \Phi_3(t)|\) and \(|\frac{u(t) - \Phi_3(t)}{u(t)}|\) are presented, respectively. It should be noted that only four terms have been used in evaluating the approximate solutions, but we have achieved a very good approximation with high accuracy.

### 3.2. Example 2

In this example, assume equation (1) with \( m = 2, J = 1 \), and the following nonzero coefficients \( \mu_{jk} \) and \( q_{jk} \):

\[
\mu_{00}(t) = 1, \quad \mu_{10} = -2 \cos \left(-\frac{t}{6}\right), \quad \mu_{01} = -4 \sin \left(\frac{t}{4}\right),
\]

\( q_{00} = 1, \quad q_{10} = \frac{1}{3}, \quad q_{01} = \frac{1}{2}, \)

and

\[
f(t) = -\frac{1}{4} \sin \left(\frac{t}{2}\right) - \frac{1}{9} \sin \left(\frac{t}{3}\right) + \frac{2}{3} \sin \left(\frac{5}{12}t\right) + \frac{2}{3} \sin \left(\frac{t}{2}\right) + \sin \left(\frac{5}{18}t\right) - \sin \left(\frac{t}{18}\right).
\]

with the initial conditions

\[
u(0) = 0, \quad u^{(1)}(0) = \frac{5}{6},
\]

for which the exact solution is

\[
u(t) = \sin \left(\frac{t}{2}\right) + \sin \left(\frac{t}{3}\right).
\]

To solve this equation by means of Adomian’s approach, with respect to (5) and (6), the components \( u_n \),
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3.3. Example 2

Consider equation (1) with \( m = 3, J = 1 \) and the following nonzero coefficients \( \mu_{jk} \) and \( q_{jk} \):

\[
\mu_{01} = \exp(t - 1), \quad \mu_{11} = -1, \quad \mu_{02} = \frac{t}{3}, \quad q_{01} = \frac{1}{3}, \quad q_{11} = \frac{1}{2}, \quad q_{02} = 1,
\]

and

In Figure 2 and Table 2, the results are shown using only four terms of the Adomian decomposition series.

of the series solution are given as:

\[
\begin{align*}
    u_0(t) &= \frac{5}{6} t + \int_0^t \int_0^s \left[ -\frac{1}{4} \sin \left( \frac{x}{2} \right) - \frac{1}{9} \sin \left( \frac{s}{3} \right) \\
    &+ \frac{2}{3} \sin \left( \frac{5}{12} s \right) + \frac{2}{3} \sin \left( \frac{s}{12} \right) + \sin \left( \frac{5}{18} s \right) \\
    &- \sin \left( \frac{s}{18} \right) \right] ds \, ds_1, \\

    \end{align*}
\]

\[
\begin{align*}
    u_n(t) &= \int_0^t \int_0^s \left[ -4 \sin \left( \frac{5}{12} s \right) u_{n-1} \left( \frac{s}{2} \right) + u_{n-1} \\
    &- 2 \cos \left( \frac{x}{6} \right) \sin \left( \frac{s}{3} \right) \right] ds \, ds_1, \quad n \geq 1.
\end{align*}
\]

Fig. 2. Plot of (a) the exact solution, (b) the absolute error \( |u(t) - \phi_3(t)| \), and (c) the relative error \( \frac{|u(t) - \phi_3(t)|}{u(t)} \) of Example 2.

\[
\begin{align*}
    u_0(t) &= \frac{5}{6} t + \int_0^t \int_0^s \left[ -\frac{1}{4} \sin \left( \frac{x}{2} \right) - \frac{1}{9} \sin \left( \frac{s}{3} \right) \\
    &+ \frac{2}{3} \sin \left( \frac{5}{12} s \right) + \frac{2}{3} \sin \left( \frac{s}{12} \right) + \sin \left( \frac{5}{18} s \right) \\
    &- \sin \left( \frac{s}{18} \right) \right] ds \, ds_1, \\

    \end{align*}
\]

\[
\begin{align*}
    u_n(t) &= \int_0^t \int_0^s \left[ -4 \sin \left( \frac{5}{12} s \right) u_{n-1} \left( \frac{s}{2} \right) + u_{n-1} \\
    &- 2 \cos \left( \frac{x}{6} \right) \sin \left( \frac{s}{3} \right) \right] ds \, ds_1, \quad n \geq 1.
\end{align*}
\]

In Figure 3 and Table 3, the results are shown using only four terms of the Adomian decomposition series.

3.3. Example 3

Consider equation (1) with \( m = 3, J = 1 \) and the following nonzero coefficients \( \mu_{jk} \) and \( q_{jk} \):

\[
\begin{align*}
    \mu_{01} &= \exp(t - 1), \quad \mu_{11} = -1, \quad \mu_{02} = \frac{t}{3}, \\
    q_{01} &= \frac{1}{3}, \quad q_{11} = \frac{1}{2}, \quad q_{02} = 1,
\end{align*}
\]

and
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By the same manipulation as previous examples, the components $u_n$ are obtained in the following manner:

$$u_0(t) = 1 - t + \int_0^t \int_0^{s_1} \left[ \left( -\frac{305}{48} - \frac{5}{81} \exp(s-1) \right) s^4 + \left( \frac{125}{2} + \frac{2}{3} \exp(s-1) \right) s^2 - \exp(s-1) - 11 \right] ds \, ds_2, \quad (11)$$

$$u_n(t) = \int_0^t \int_0^{s_1} \left[ \frac{s}{3} u_{n-1}^{(2)}(s) + \exp(s-1) u_{n-1}^{(1)} \left( \frac{s}{3} \right) - u_{n-1}^{(1)} \left( \frac{s}{2} \right) \right] ds \, ds_2, \quad n \geq 1. \quad (12)$$

By these recurrent relations, we calculate $u_n$ for $n = 0, 1, 2, 3$. Table 3 and Figure 3 express the numerical results and errors arisen from the current technique in this equation. These results show that the new method produces high accurate approximations only with a few iterations.
3.4. Example 4

Consider equation (1) with $m = 1, J = 14$ and the following nonzero coefficients $\mu_{jk}$ and $q_{jk}$:

$$\mu_{00}(t) = -2t, \quad \mu_{10} = -2, \quad q_{00} = \frac{3}{2}, \quad q_{10} = \frac{1}{2},$$

and

$$f(t) = \abs{1, t - \frac{1}{2}} (t^5 + t^3 - 3t - 1) + \abs{t - \frac{1}{2}} (5t^4 + 3t^2 - 3)$$

$$+ \left(2 \abs{1, t - \frac{1}{2}} + 2 \right) \left(-t + \frac{1}{27} \frac{1}{243} \frac{1}{5} - 1 \right) t + \left(3t - \frac{1}{4} \frac{1}{16} t^5 + 2 \right) \abs{t - \frac{1}{2}} + 1,$$

where

$$\abs{1, t} = \begin{cases} 
1, & t > 0, \\
0, & t = 0, \\
-1, & t < 0,
\end{cases}$$

with the initial condition

$$u(0) = \frac{3}{2}.$$

The exact solution of this equation is

$$u(t) = \left(t - \frac{1}{2} + 1 \right) (t^5 + t^3 - 3t - 1).$$

According to Adomian’s method, through direct calculation, we obtain the following formulas:

$$u_0(t) = \frac{3}{2} + \int_0^t \abs{1, s - \frac{1}{2}} (s^5 + s^3 - 3s - 1) + \abs{s - \frac{1}{2}} (5s^4 + 3s^2 - 3)$$

$$+ \left(2 \abs{1, s - \frac{1}{2}} + 2 \right) \left(-s + \frac{1}{27} \frac{1}{243} \frac{1}{5} - 1 \right) s + \left(3s - \frac{1}{4} \frac{1}{16} s^5 + 2 \right) \abs{s - \frac{1}{2}} + 1 \, ds,$$

$$u_0(t) = \frac{3}{2} + \begin{cases} 
\frac{13}{4} t^6 - \frac{89}{96} t^4 - \frac{15859}{15552} t^6 - \frac{3}{2} t + \frac{557}{360} t^5 + \frac{13}{9} t^3 - \frac{1}{2916} t^8 + \frac{113}{18144} t^7, & t \leq \frac{1}{2}, \\
\frac{11}{4} t^6 + \frac{103}{96} t^4 + \frac{15407}{15552} t^6 - \frac{3}{2} t + \frac{8353}{360} t^5 + \frac{179}{9} t^3 - \frac{1}{2916} t^8 - \frac{7}{2592} t^7, & \frac{1}{2} < t \leq 1, \\
\frac{13}{4} t^6 + \frac{109}{96} t^4 + \frac{15535}{15552} t^6 - \frac{3}{2} t + \frac{64231}{53760} t^5 + \frac{521}{1080} t^3 + \frac{1}{2916} t^8 - \frac{211}{54432} t^7, & 1 < t \leq \frac{3}{2}, \\
\frac{9}{4} t^6 + \frac{77}{96} t^4 + \frac{15535}{15552} t^6 - \frac{3}{2} t + \frac{2}{53760} t^5 + \frac{4}{9} t^3 + \frac{1}{2916} t^8 - \frac{211}{54432} t^7, & t > \frac{3}{2},
\end{cases}$$

$$u_n(t) = \int_0^t (-2u_{n-1}(\frac{x}{2}) + 2u_{n-1}(\frac{x}{2})) \, ds, \quad n \geq 1.$$ (13)

Numerical results obtained by these approximations are reported in Table 4 and Figure 4.

We refer the interested reader for some other analytical approaches to [35 – 37] for the variational iteration technique and to [38 – 40] for the homotopy perturbation scheme and to [41] for homotopy analysis method. Also more applications of the Adomian decomposition procedure can be found in [42 – 44].
4. Conclusion

In this paper the main objective was to solve the pantograph equation of order \( m \) using the Adomian decomposition method. This method is relatively straightforward to apply at least with the assistance of a symbolic computation package (such as the well-known software Maple) and in many cases produces a series that converges rapidly to the known exact solution. The numerical results obtained in this work show a very good performance of the present procedure.
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