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In dynamical system theory, especially in many fields of applications from mechanics, Hamiltonian systems play an important role, since many related equations in mechanics can be written in an Hamiltonian form. In this paper, we study the existence of periodic solutions for a class of Hamiltonian systems. By applying the Galerkin approximation method together with a result of critical point theory, we establish the existence of periodic solutions of asymptotically linear Hamiltonian systems without twist conditions. Twist conditions play crucial roles in the study of periodic solutions for asymptotically linear Hamiltonian systems. The lack of twist conditions brings some difficulty to the study. To the authors’ knowledge, very little is known about the case, where twist conditions do not hold.

Key words: Periodic Solutions; Hamiltonian Systems; Galerkin Approximation Methods; Critical Point Theory; Variational Approaches.

AMS Subject Classification (2000): 34C25, 58E50

1. Introduction and Main Result

A Hamiltonian system is a system of \(2N\) ordinary differential equations of the form

\[
q_i' = \frac{\partial H}{\partial p_i}, \quad p_i' = \frac{\partial H}{\partial q_i}, \quad i = 1, 2, \ldots, N, \quad (1)
\]

where \(H = H(t, p_1, \ldots, p_N, q_1, \ldots, q_N)\) is a real-valued smooth function, which is called the Hamiltonian or the energy function. In fact, when \(H\) is independent of \(t\), \(H\) is a first integral of Hamilton’s equation (1) as

\[
L_t H = \sum_{i=1}^{N} \left( \frac{\partial H}{\partial p_i} p_i' + \frac{\partial H}{\partial q_i} q_i' \right) = 0,
\]

and (1) is a conservative mechanic system. The two \(N\)-vectors \(q = (q_1, q_2, \ldots, q_N)\) and \(p = (p_1, p_2, \ldots, p_N)\) are called the position and momentum vectors, respectively. The variable \(t\) is called time. The integer \(N\) is called the degree of freedom of the system (1). If we introduce the \(2N\)-vector \(x = (q, p)\) and the \(2N \times 2N\) skew-symmetric matrix \(J\) defined by

\[
J = \begin{pmatrix}
0 & -I_N \\
I_N & 0
\end{pmatrix},
\]

where \(I_N\) is the identity matrix in \(\mathbb{R}^N\), then the system (1) can be written as

\[
\dot{x}(t) = JH'(t, x),
\]

where \(H'(t, x)\) denotes the gradient of the Hamiltonian function \(H\) with respect to \(x\).

Since Newton’s second law gives rise to differential equations of second order in \(\mathbb{R}^N\) and therefore to equations with first order in \(\mathbb{R}^{2N}\), Hamiltonian mechanics as a large field can be dated to the 18th century celestial mechanics. Most of the equations of motion in mechanics follow from the fact that the equations of motion can be written as Hamiltonian systems. In fact, the natural mathematical structure to develop the theory of conservative systems is the Hamiltonian formalism.

Complex dynamical behaviour of Hamiltonian systems has attracted mathematicians and physicists to study it by using a large variety of analytical and geometric tools. Now as an important part in those tools, the variational method has been applied by many authors to study the existence of periodic solutions of (2) satisfying the properties

\[
H'(t, x) = B_0(t)x + o(|x|)
\]

as \(|x| \to 0\) uniformly in \(t\),

\[\text{where} \quad B_0(t) \quad \text{is a symmetric matrix.}\]
\[ H'(t,x) = B_0(t)x + o(|x|) \]

as \( |x| \to \infty \) uniformly in \( t \),

where \( H(t,x) \) is \( T \)-periodic with respect to \( t \), \( B_0(t) \) and \( B_m(t) \) are both \( T \)-periodic and continuous symmetric matrices. \( \Phi \) is called asymptotically linear both at zero and at infinity because of \( (3) \) and \( (4) \). Precisely speaking, periodic solutions of \( (2) \) are exactly critical points of the functional

\[ \Phi(x) = \int_0^T (-J\dot{x},x)dt - \int_0^T H(t,x(t))dt \]

defined on some suitable spaces of \( T \)-periodic functions, where \( (\cdot,\cdot) \) denotes the inner product in \( \mathbb{R}^{2n} \). However, since \( \Phi \) is strong indefinite, i.e., it is unbounded from below and from above, the classical methods of the calculus of variations did not apply for a long time until the pioneering work done by Rabinowitz [1] from 1978 was done. In the celebrated paper [1], Rabinowitz obtained periodic solutions of \( (2) \) with \( H \) independent of \( t \) for the first time by using variational methods. Since then, more and more variational principles for indefinite functionals have been established and applied to Hamiltonian systems.

Now let us recall some earlier work on asymptotically linear Hamiltonian systems like \( (2) \) with twist conditions by variational methods. Twist conditions play crucial roles in studying the existence and multiplicity of periodic solutions and can be measured by the gap between the Maslov index (or Conley-Zehnder index) at zero and at infinity. For the reader’s convenience, here we give a brief introduction to the Maslov index. The Maslov index was introduced by Gel’fand and Lidskii in [2], and developed by Conley and Zehnder in \( [3,4] \) and Long and Zehnder in \( [8,9] \), where \( B_m(t) \) and \( B_0(t) \) are non-degenerate and depend on \( t \) and \( i_{\omega}(B_m(t)) \neq i_{\omega}(B_0(t)) \). Many other authors followed the study in the case, where \( B_m(t) \) is non-degenerate, see Long [5], Chang et al. [10], Li and Liu [11], Ding and Liu [12], etc. As to degenerate, but constant \( B_m(t) \), Szulkin [13] studied the Landesman-Lazer type resonance condition, Su [14] studied the problem by Morse theory and Galerkin methods. If \( B_m(t) \) depends actually on \( t \), Chang et al. [10], Szulkin and Zou [15], Fei [16], Piasni [17] considered the strongly resonant case (the nonlinearities are bounded globally). Fei and Qiu [18] and Su [19] studied the problem under the assumption that \( B_m(t) \) and \( B_0(t) \) are finitely degenerate which is a strong condition on the nonlinearities.

In all those papers, twist conditions have been assumed in different forms. We say that twist conditions are actually various relations between the Maslov indices of \( B_m(t) \) and \( B_0(t) \). With these twist conditions, one can get the existence of a non-trivial periodic solutions of \( (2) \) since \( B_m(t) \) can not be continuously deformed to \( B_0(t) \). It is clear that if \( B_m(t) = B_0(t) \), i.e., \( (2) \) is asymptotically linear at zero and at infinity with the same coefficient matrix, then \( i_{\omega}(B_m) = i_{\omega}(B_0) \). This implies that the twist conditions do not hold anymore,
which brings a difficulty to the arguments of the problem. To the authors’ knowledge, very little is known about the case where \( B_\infty(t) = B_0(t) \).

Motivated by this situation, we study (2) in this paper with \( B_\infty(t) = B_0(t) = h \) being constant matrices. More precisely, we study the following Hamiltonian systems:

\[
\dot{x}(t) = JH'(x),
\]

satisfying

\[
H'(x) = hx + o(|x|) \quad \text{as} \quad |x| \to 0 \quad \text{or} \quad |x| \to \infty,
\]

where \( h = \text{diag}(\alpha, \alpha, \ldots, \alpha), \alpha \in \mathbb{R} \). We shall establish the existence of periodic solutions of (6) with period \( 2\pi \), i.e., solutions \( x(t) \) of (6) satisfying \( x(t + 2\pi) = x(t) \). Moreover, these periodic solution also satisfy \( x(t + \pi) = -x(t) \).

Our main result states as follows.

**Theorem 1.** Suppose that \( H \in C^1(\mathbb{R}^{2N}, \mathbb{R}) \) is even and satisfies (7), \( \alpha \in 2\mathbb{Z} – 1 \) and

\[
\begin{align*}
\text{(H1)} & \quad H(x) - \frac{1}{2} hx, x > 0 \text{ as } |x| \text{ being small; } \\
\text{(H2)} & \quad |H'(x) - hx| \text{ is bounded and } H(x) - \frac{1}{2} hx, x \to -\infty \text{ as } |x| \to \infty.
\end{align*}
\]

Then (6) possesses at least one non-trivial periodic solution.

**Remark 2.** We will use Theorem 6.2 of [20] and the Galerkin approximation methods to prove our main result. We give the proof of Theorem 1 in Section 2.

2. Proof of the Main Result

Let \( E \) be a real Hilbert space on which \( S^1 = \mathbb{R}/2\pi\mathbb{Z} \) acts. Let \( \text{Fix}(S^1) \) be the set of fixed points of the action.

**Definition 3.** \( \Phi \) satisfies \((PS)_c\)-condition for any \( c \in \mathbb{R} \) on \( E \), if every sequence \( \{x_n\} \subset E \) with \( \Phi(x_n) \to c \) and \( \Phi'(x_n) \to 0 \) possesses a convergent subsequence.

The following theorem (Theorem 6.2 of [20]) on the existence of critical orbits of \( \Phi \) will be useful in our discussion.

**Theorem 4.** Let \( \Phi \in C^1(E, \mathbb{R}) \) be an \( S^1 \)-invariant functional satisfying \((PS)_c\)-conditions. Let \( X \) and \( Y \) be closed invariant subspaces of \( E \) with \( \text{codim} X \) and \( \text{dim} Y \) finite and \( \text{codim} X < \text{dim} Y \). Assume that the following conditions are satisfied:

(i) \( \text{Fix}(S^1) \subset X, Y \cap \text{Fix}(S^1) = \{0\} \);

(ii) \( \text{inf}_X \Phi > -\infty \);

(iii) there exist \( r > 0 \) and \( c < 0 \) such that \( \Phi(x) \leq c \) whenever \( x \in Y \) and \( \|x\| = r \);

(iv) if \( x \in \text{Fix}(S^1) \) and \( \Phi'(x) = 0 \), then \( \Phi(x) = 0 \).

Then \( \Phi \) possesses at least \( \frac{1}{2}(\text{dim} Y - \text{codim} X) \) distinct critical orbits.

Let \( E = W^{1,2}(S^1, \mathbb{R}) \) be the Sobolev space of \( 2\pi \)-periodic real functions

\[
x(t) = a_0 + \sum_{k=1}^{+\infty} (a_k \cos kt + b_k \sin kt),
\]

where \( a_0, a_k, b_k \in \mathbb{R}^{2N} \) such that

\[
\sum_{k=1}^{+\infty} k(|a_k|^2 + |b_k|^2) < +\infty.
\]

Then \( E \) is a Hilbert space with a norm \( \| \cdot \| \) induced by the inner product \( \langle \cdot, \cdot \rangle \) defined by

\[
\langle x, y \rangle = 2\pi (a_0, a_0') + \pi \sum_{k=1}^{+\infty} k((a_k, a_k') + (b_k, b_k')), \quad y = a_0' + \sum_{k=1}^{+\infty} (a_k' \cos kt + b_k' \sin kt).
\]

For each \( x \in E \), define a functional \( \Phi : E \to \mathbb{R} \) by

\[
\Phi(x) = \int_0^{2\pi} (-Jx', y)dt - \int_0^{2\pi} H(x(t))dt.
\]

It is well known that critical points of \( \Phi \) are solutions of (6). As a Hilbert space, \( E \) is isometric to its dual space \( E^* \) by the Riesz representation theorem. Thus we can define an operator \( A : E \to E \) by extending the bilinear form

\[
\langle Ax, y \rangle = \int_0^{2\pi} (-Jx', y)dt.
\]

It is not difficult to see that \( A \) is linear bounded and self-adjoint. For each \( x(t) = a_0 + \sum_{k=1}^{+\infty} (a_k \cos kt + b_k \sin kt) \),

\[
Ax = \sum_{k=1}^{+\infty} (-Jb_k \cos kt + Ja_k \sin kt).
\]

Write

\[
F(x) = \int_0^{2\pi} H(x(t))dt.
\]

According to [11], \( F' : E \to E \) is compact. Moreover, for any \( y \in E \),

\[
\langle F'(x), y \rangle = \int_0^{2\pi} (H'(x), y)dt.
\]
Then $\Phi$ can be rewritten as

$$\Phi(x) = \frac{1}{2} \langle Ax, x \rangle - F(x).$$  \hfill (11)

In order to obtain the solution $x(t)$ of (6) satisfying $x(t + \pi) = -x(t)$, we introduce an action $\Gamma$ on $E$ by

$$\Gamma x(t) = h_{2N} x(t - s), \quad \forall x \in E,$$  \hfill (12)

where $s = \frac{\pi}{N}$ and

$$h_{2N} = \begin{pmatrix} 0 & 0 & \cdots & 0 & -1 \\ 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 0 \end{pmatrix}.$$

A direct computation shows that $\Gamma^{2N} x(t) = -x(t - \pi)$ and $\Gamma^{4N} x(t) = x(t)$. Therefore, if $\Gamma x(t) = x(t)$, then $x(t) = \Gamma^{2N} x(t) = -x(t - \pi)$. Now we define a subset $SE$ of $E$ as

$$SE = \{ x \in E : \Gamma x(t) = x(t) \}.$$

**Lemma 5.** As a closed subspace of $E$, $SE$ has the following structure:

$$SE = \left\{ x(t) : x(t) = \sum_{k=1}^{\infty} \left( a_k \cos(2k-1)t + b_k \sin(2k-1)t \right) \right\},$$

where $a_k = pu_k - qv_k$, $b_k = pv_k + qu_k$, $p, q \in \mathbb{R}$ and

$$u_k = (1, \cos \tau_k, \cos(2\tau_k), \cdots, \cos((2N-1)\tau_k)), \quad v_k = (0, \sin \tau_k, \sin(2\tau_k), \cdots, \sin((2N-1)\tau_k)),$$

for $\tau_k = (2k-1)s$.

**Proof.** It is easy to see that $SE$ is a closed subspace of $E$. For any $x(t) = a_0 + \sum_{k=1}^{\infty} (a_k \cos kt + b_k \sin kt) \in E$, we have $x(t - \pi) = -x(t)$, that is

$$a_0 = -a_0, a_k = (-1)^{k+1}a_k, b_k = (-1)^{k+1}b_k,$$

i.e.,

$$a_k = b_k = 0 \quad \text{for even } k.$$

Thus, for any $x(t) \in SE$,

$$x(t) = \sum_{k=1}^{\infty} (a_k \cos(2k-1)t + b_k \sin(2k-1)t).$$

Note that $\Gamma x(t) = x(t)$ yields $h_{2N} x(t - s) = x(t)$. For $\forall x \in SE$, we have

$$\sum_{k=1}^{\infty} \left( a_k \cos(2k-1)t + b_k \sin(2k-1)t \right)$$

on $SE$. Therefore, if $\Gamma x(t) = x(t)$, then

$$h_{2N} x(t - s) = x(t).$$

This means that for $k \geq 1$ and $\tau_k = (2k-1)s$,

$$a_k = h_{2N} a_k \cos \tau_k - h_{2N} b_k \sin \tau_k, \quad b_k = h_{2N} a_k \sin \tau_k + h_{2N} b_k \cos \tau_k.$$  \hfill (13)

Let $e_k = a_k + ib_k$. Then (13) can be written as

$$e_k = e^{i\tau_k} h_{2N} e_k.$$  \hfill (14)

Let $\lambda$ be an eigenvalue of $h_{2N}$. By a direct computation of determinant, we have

$$\lambda = e^{\pm \frac{2j+1}{2N} \pi}, \quad j = 0, 1, 2, \cdots, N - 1.$$  \hfill (15)

(15) shows that

$$e_k = (1, e^{i\tau_k}, e^{i2\tau_k}, \cdots, e^{i(2N-1)\tau_k}).$$

Set $u_k = \text{Re}(e_k)$, $v_k = \text{Im}(e_k)$. Then the conclusion follows from a direct check. \hfill $\square$

**Remark 6.** It is easy to see that critical points of $\Phi$ in $SE$ are non-trivial periodic solutions of (6) satisfying the symmetric property.

For each symmetric matrix $h$, we define an operator $B : E \to E$ by

$$\langle Bx, y \rangle = \int_0^{2\pi} \langle hx, y \rangle \, dt.$$  \hfill (16)

It is easy to see that $B$ is linear bounded and self-adjoint. Moreover, for any $x \in E$,

$$Bx(t) = h \alpha_0 + \sum_{k=1}^{\infty} \frac{1}{k} (ha_k \cos kt \sin(2k-1)t).$$  \hfill (17)

Let

$$E_n = \left\{ x(t) : x(t) = a_0 + \sum_{k=1}^{n} (a_k \cos kt + b_k \sin kt) \right\}.$$

Let $P_n : E \to E_n$ be the orthogonal projection. Then $p_n$ satisfies the following properties:
(1) The image of $P_n$ has finite dimension;
(2) $P_n x \rightarrow x$ as $n \rightarrow \infty$ for any $x \in E$;
(3) $P_n$ commutes with $A - B$.
Therefore $\Omega = \{P_n : n = 1, 2, \cdots \}$ is a Galerkin approximation method with respect to operator $A - B$. Set

$$SE(k) = \{x \in SE : x(t) = a_k \cos(2k-1)t + b_k \sin(2k-1)t\}$$

and

$$SE_n = SE(1) \oplus SE(2) \oplus \cdots \oplus SE(n).$$

**Definition 7.** For each $\alpha \in \mathbb{R}$, define

$$i(\alpha) = \sum_{k=1}^{\infty} \sigma^-((-1)^{k+1}(2k-1) - \alpha),$$

$$j(\alpha) = \sum_{k=1}^{\infty} \sigma^0((-1)^{k+1}(2k-1) - \alpha),$$

where $\sigma^-(t) = 1$ if $t < 0$ and $\sigma^-(t) = 0$ if $t \geq 0$, $\sigma^0(t) = 1$ if $t = 0$, otherwise.

It is easy to see that $i(\alpha)$ and $j(\alpha)$ are well defined. Denote by $M^+ (A - B)$, $M^- (A - B)$, and $M^0 (A - B)$ the positive definite, the negative definite, and the null subspaces of the self-adjoint operator $A - B$, respectively.

We have the following lemma.

**Lemma 8.** For $k \geq 1$, let $\lambda_k = (-1)^{k+1}(2k-1) - \alpha$.

Then the following conclusions hold.

$$M^+ (A - B) = \bigoplus_{k=1}^{\infty} \{k \lambda_k > 0\} SE(k),$$

$$M^- (A - B) = \bigoplus_{k=1}^{\infty} \{k \lambda_k < 0\} SE(k),$$

$$M^0 (A - B) = \bigoplus_{k=1}^{\infty} \{k \lambda_k = 0\} SE(k).$$

Moreover, for $k$ large enough,

$$\dim M^- (P_k (A - B) P_k) = 2i(\alpha) + 2 \sum_{j=1}^{k} \sigma^-((-1)^{j+1}),$$

$$\dim M^0 (P_k (A - B) P_k) = 2j(\alpha),$$

where $P_k$ is restricted over $SE$.

**Proof.** For $x_k = a_k \cos(2k-1)t + b_k \sin(2k-1)t \in SE$, consider the following eigenvalue problem:

$$(A - B)x_k = \lambda x_k.$$

From (10) and (17), one has

$$-Jb_k = \frac{\alpha}{2k-1} a_k = \lambda a_k, Jb_k = \frac{\alpha}{2k-1} b_k = \lambda b_k. \quad (18)$$

By a direct computation, for $e_k = u_k + iv_k$,

$$Je_k = e^{J\lambda_k} e_k = (-1)^{k+1} e_k.$$

This yields $Ju_k = (-1)^{k}v_k$, $jv_k = (-1)^{k+1}u_k$. By Lemma 5, $a_k = pu_k - qv_k$, $b_k = pv_k + qu_k$. Then (18) turns to

$$(-1)^{k+1}a_k - \frac{\alpha}{2k-1}a_k = \lambda a_k,$$

$$(-1)^{k+1}b_k - \frac{\alpha}{2k-1}b_k = \lambda b_k.$$

The above two equalities show that $A - B$ is positive definite, negative definite, and null on $SE(k)$ if and only if $\lambda_k = (-1)^{k+1}(2k-1) - \alpha$ is positive, negative, and zero, respectively.

For $k$ large enough, Definition 7 implies

$$\dim M^- (P_k (A - B) P_k) = 2 \sum_{j=1}^{k} \sigma^-((-1)^{j+1})$$

$$= 2 \sum_{j=1}^{k} \sigma^-((-1)^{k+1} + 2k - 1 - \alpha)$$

$$= 2 \sum_{j=1}^{k} \sigma^-((-1)^{j+1})$$

$$= 2i(\alpha) + 2 \sum_{j=1}^{k} \sigma^-((-1)^{j+1}).$$

The last equality of Lemma 8 is obvious. The proof is complete.

Let $\Phi_{SE}$ and $\Phi_{SE_n}$ be the restrictions of $\Phi$ over $SE$ and $SE_n$, respectively.

**Lemma 9.** Under the assumptions of Theorem 1, the following conclusions hold:

(i) $\Phi_{SE}$ satisfies $(PS)_\ell$ condition on $SE$.

(ii) $\Phi_{SE_n}$ satisfies $(PS)$ condition on $SE_n$.

(iii) $\Phi_{SE}$ satisfies $(PS)_c$ condition on $SE$, i.e., every sequence $\{x_n\}$ with $x_n \in \Phi_{SE_n}$, $\Phi_{SE_n}(x_n)$ being bounded and $\Phi_{SE_n}(x_n) \rightarrow 0$, possesses a convergent subsequence.

**Proof.** Case (i). We first show that $\{x_n\} \subset SE$ is bounded. Assume $\{x_n\}$ is not bounded. By passing to a subsequence we may assume $\|x_n\| \rightarrow \infty$ as $n \rightarrow \infty$. 


For any \( x \in SE \), define
\[
\Psi_{SE}(x) = F(x) - \frac{1}{2}\langle Bx, x \rangle.
\] (19)

Then \( \Phi_{SE}(x) \) can be written as
\[
\Phi_{SE}(x) = \frac{1}{2}((A - B)x, x) - \Psi_{SE}(x).
\]

Since \(|H'(x) - hx|\) is bounded, there exists a constant 
\( C > 0 \) such that
\[
\|\Psi'_{SE}(x)\| < C \quad \forall x \in SE.
\]

Observing that \((A - B)x = \Phi'_SE(x) + \Psi'_SE(x)\) and 
\(\Phi'_SE(x_n) \to 0\) as \(n \to 0\), we have
\[
\|(A - B)x_n\| \leq \|\Phi'_SE(x_n)\| + \|\Psi'_SE(x_n)\| \leq C + 1
\]
as \(n \to \infty\).

Since \(\|x_n\| \to \infty\), \(H(x_n) - \frac{1}{2}hx_n, x_n\) converges to \(-\infty\)
as \(n \to \infty\),
\[
\Psi_{SE}(x_n) = -\Phi_{SE}(x_n) + \frac{1}{2}(A - B)x_n, x_n
\]
\[
= -\Phi_{SE}(x_n) - \frac{C + 1}{2}\|x_n\|.
\] (20)

Let \(n \to \infty\), (20) implies \(-\infty > -\infty\). This is a contradiction. Therefore \(\{x_n\}\) is bounded.

Now, we show \(\{x_n\}\) has a convergent subsequence. Notice that \(P_0 : SE \to \text{ker}A = \mathbb{R}^{2N}\) is of finite rank and 
\(F' : SE \to SE\) is compact. Therefore we may suppose that
\[
F'(x_n) \to y \quad \text{and} \quad P_0x_n \to z\quad \text{in} \quad SE \quad \text{as} \quad n \to \infty.
\]

Since \(A + P_0\) has a continuous inverse \((A + P_0)^{-1}\), it follows from
\[
(A - P_0)x_n = \Phi'_SE(x_n) + F'(x_n) + P_0x_n
\]
that
\[
x_n = (A + P_0)^{-1}(\Phi'_SE(x_n) + F'(x_n) + P_0x_n)
\]
\[
\to (A + P_0)^{-1}(y + z) \quad \text{as} \quad n \to \infty.
\]

Henceforth, \(\{x_n\}\) has a convergent subsequence.

With a similar argument to Case (i), we can prove the other two cases. The proof is complete. \(\Box\)

For \(\theta \in S^1\) and \(x \in SE\), define an action \(T\) on \(SE\) by
\[
T(\theta)x(t) = x(t + \theta).
\]

A direct computation shows that
\[
\text{Fix}(S^1) = \{x \in SE : T(\theta)x(t) = x(t + \theta), \forall \theta \in S^1\}
\]
\[
= \{0\}.
\] (21)

Now we are ready to prove our main result.

**Proof of Theorem 1.** Since \(x(t) \in SE\) is periodic and 
\(F(x(t))\) is independent of \(t\), \(\Phi_{SE_n}\) is \(S^1\)-invariant 
according to the action \(T\) on \(SE\).

Take the subspace \(X\) and \(Y\) as
\[
X = M^+(A - B) \oplus M^0(A - B) \cap SE_n,
\]
\[
Y = M^-(A - B) \oplus M^0(A - B) \cap SE_n.
\]

It is easy to see that \(\text{codim} \ X < \dim Y\). By (21), we can verify easily that the assumptions (i) and (iv) of Theorem 4 hold.

For \(x \in M^+(A - B)\), there is a suitable constant \(c_1 > 0\) such that
\[
\|\Psi'(x)\| \leq c_1, \quad \forall x \in SE.
\]

Moreover, \(\Psi'(0) \to -\infty\) as \(x_0 \in M^0(A - B) \cap SE_n\) with 
\(\|x_0\| \to +\infty\).

Write \(x = x_+ + x_0 \in X\), where \(x_+ \in M^+(A - B) \cap SE_n\). We have
\[
\Phi_{SE_n}(x) = \frac{1}{2}\langle (A - B)x_+, x_+ \rangle - \Psi'(x_+ + x_0)
\]
\[
> \frac{1}{2}c_1\|x_+\|^2 - c_2\|x\| - \Psi'(x_0).
\]

Thus the assumption (ii) of Theorem 4 holds. If the assumption (iii) of Theorem 4 holds, then by Definition 7, Lemma 8, Lemma 9, and Theorem 4, \(\Phi_{SE_n}\) possesses at least
\[
\frac{1}{2}(\dim Y - \text{codim} \ X) = i(\alpha) + j(\alpha) - i(\alpha) = j(\alpha)
\]
distinct orbits. From Definition 7 and \(\alpha \in 2\mathbb{Z} - 1\), 
\(j(\alpha) = 1\). Therefore, \(\Phi_{SE_n}\) has at least one non-trivial critical point \(x_0\). By Lemma 9, \(\Phi_{SE_n}\) satisfies the \((PS)^*\) condition. So \(\{x_n\}\) has a subsequence convergent to a point \(x\) with 
\(\Phi'_{SE}(x) = 0\), i.e., \(x\) is a critical point of \(\Phi_{SE}\). Therefore, (6) has at least one non-trivial periodic solution. Thus the proof of Theorem 1 will be finished by the following lemma.
Lemma 10. Under the conditions of Theorem 1, the assumptions (iii) of Theorem 4 holds.

The main idea of the proof of Lemma 10 comes from [11].

Proof of Lemma 10. Let
\[
G(x) = -\left( H(x) - \frac{1}{2} (hx, x) \right).
\] (23)
By (H2), there exists a constant \( \rho > 0 \) being small such that \( G(x) < 0 \) for any \( x \in B_\rho \) = \( \{ x : \|x\| \leq \rho \} \). Define a function \( g : M^0(A - B) \cap SE_0 \cap B_r \to \mathbb{R} \) by
\[
g(x_0) = \sup \{ \Phi_{SE}(x_+ + x_0) : x_+ \in M^-(A - B) \cap SE_0 \cap B_r \}.
\]
Since \( \Phi_{SE} \) and \( \Phi'_{SE} \) are both bounded in \( M^-(A - B) \cap M^0(A - B) \cap SE_\alpha \), \( g \) is well defined and continuous.

First, we claim that \( \Phi_{SE}(x_+ + x_0) \) attains its maximum in the domain \( M^-(A - B) \cap B_r \cap SE_\alpha \) at an interior point for a given point \( x_0 \in M^0(A - B) \cap B_r \cap SE_\alpha \).

By (7), for any \( \kappa \) > 0 there exists \( \delta > 0 \) such that
\[
|G(x)| \leq \kappa |x|^2 + \delta |x|^4,
\]
which implies
\[
\int_0^{2\pi} |G(x)| \, dr \leq \int_0^{2\pi} (\kappa |x(t)|^2 + \delta |x(t)|^4) \, dt \leq (\kappa |x|_{L_2}^2 + \delta |x(t)|_{L_4}^4) \leq \beta \kappa \|x\|^2,
\] (24)
as \( x \in B_r \) and \( r \) small enough.

Given \( x_+ \in M^-(A - B) \cap B_r \cap SE_\alpha \). If \( x \in \partial (M^-(A - B) \cap B_r \cap SE_\alpha) \) and letting \( \kappa \) be small enough, then we have \( \|x_+\| = r \) and \( \|x_+ + x_0\| \leq 2r \) and
\[
\Phi_{SE}(x_+ + x_0) = \frac{1}{2}((A-B)x_+, x_+) + \int_0^{2\pi} G(x_+ + x_0) \, dr \leq -c_3 \|x_+\|^2 + \beta \kappa \|x_+ + x_0\|^2 < -c_3r^2.
\]
If \( x_+ = 0 \), then
\[
\Phi_{SE}(x_+ + x_0) = \Phi_{SE}(x_0) = \int_0^{2\pi} G(x_0) \, dr > \beta \kappa \|x_0\|^2 > \beta \kappa r^2.
\]
Thus we get the claim. Let \( y = y(x_0) \in \text{int}M^{-}(A - B) \cap B_r \cap SE_\alpha \) be the maximum point of \( \Phi_{SE}(x_+ + x_0) \). Then \( y \) satisfies
\[
\langle (A-B)y, z \rangle + \int_0^{2\pi} G'(y + x_0) \, dr = 0,
\]
\( \forall z \in M^-(A - B) \cap SE_\alpha \).

Let
\[
u(t) = hy + G'(y + x_0),
\] then \( u(t) \in L^2(S^1, \mathbb{R}^{2N}) \) and
\[
\|u(t)\|_{L_2} < h \|y\|_{L_2} + G'(y + x_0)_{L_2} < h \|y\|_{L_2} + c_4 \|y + x_0\|_{L_2} < c_5r,
\]
since \( |G'(x)| = |H'(x) - hx| \) is bounded.

It follows from (28) that
\[
y' = Ju.
\]
From the regularity theory, (29) yields that
\[
\|y\|_C \leq c_6(\|u\|_{L_2} + \|y\|_{L_2}) \leq c_7r,
\]
where \( \|\cdot\|_C \) denotes the maximum norm in \( C(S^1, \mathbb{R}^{2N}) \). Note that \( M^0(A - B) \cap SE_\alpha \) is a space with finite dimension, all norms are equivalent to each other. Hence, one has \( \|x_0\|_C < c_9r \) and
\[
\|y(x_0) + x_0\|_C < c_9r,
\]
for any \( x_0 \in M^0(A - B) \cap B_r \), where \( c_9 \) is a constant. This enables us to choose \( r \) small enough such that \( c_9r < \rho \). Then by (23), \( G(y(t) + x(t)) < 0 \) for any \( t \) such that \( y(x_0) + x_0(t) \neq 0 \). Then we have
\[
\Phi_{SE}(x_+ + x_0) \leq g(x_0) = \Phi_{SE}(y + x_0) = \frac{1}{2}((A-B)y, y) + \int_0^{2\pi} G(y + x_0) \, dr \leq 0
\]
(30)
for any \( x_+ + x_0 \in M^-(A - B) \cap M^0(A - B) \cap SE_\alpha \cap B_r \).

Notice that \( y + x_0 \neq 0 \) if \( x_0 \neq 0 \). Thus \( \int_0^{2\pi} G(y + x_0) \, dr < 0 \) and \( g(x) < 0 \). So if we restrict \( g \) to \( M^0(A - B) \cap SE_\alpha \cap B_r \), then \( g \) is strictly negative. This implies that there exists a constant \( \eta > 0 \) such that
\[
g(x_0) \leq -\eta < 0,
\]
for any \( x_0 \in M^0(A - B) \cap SE_\alpha \cap B_r \). Then the assumption (iii) of Theorem 4 holds with \( c = \)
\[ \min\{-\frac{1}{2}c_3 r^2, -\eta\}. \] The proof of Theorem 1 is complete. \[ \square \]

Now let us take an example as an application of Theorem 1. For any \( x \in \mathbb{R}^{2N} \), let \( \rho(|x|) \) be a smooth function satisfying
\[
\rho(|x|) = \begin{cases} 1, & \text{as } |x| < r, \\ 0, & \text{as } |x| > R, \end{cases}
\]
with \( 0 \leq \rho(|x|) \leq 1 \) and \( |\rho'(|x|)| < 2 \), where \( r \) and \( R \) are given positive constants with \( r < R \). Write
\[
H_0(x) = \rho(|x|)|x|^\mu \sin |x| + (\rho(|x|) - 1)|x| \left(1 - \frac{1}{\ln(e + |x|)}\right),
\]
where \( \mu \geq 2 \). Let \( H(x) = \frac{1}{2}(hx, x) + H_0(x) \). Then \( H \in C^1(\mathbb{R}^{2N}, \mathbb{R}) \) is even and defines the following Hamiltonian system
\[
\dot{x} = JH'(x).
\]
By a direct computation, \( H(x) \) satisfies (7), (H1) and (H2). From Theorem 1, (31) has at least one nontrivial periodic solution which can not be obtained by previous results, since there is no twist condition for (31).

3. Conclusion

Now, we have studied a class of asymptotically linear Hamiltonian systems and proved Theorem 1. Applying Theorem 1, we can obtain non-trivial periodic solutions of asymptotically linear Hamiltonian systems which have no twist conditions. Therefore, our result is a good supplement to previous results on the existence of periodic solutions of asymptotically linear Hamiltonian systems.
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