Application of Homotopy Perturbation Method with Chebyshev Polynomials to Nonlinear Problems
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In this paper, we present an efficient modification of the homotopy perturbation method by using Chebyshev’s polynomials and He’s polynomials to solve some nonlinear differential equations. Some illustrative examples are given to demonstrate the efficiency and reliability of the modified homotopy perturbation method.
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1. Introduction

Nonlinear differential equations arise in a wide variety of problems such as fluid dynamics, quantum field theory, and plasma physics to describe the various phenomena. These problems, a limited number of them apart, do not have a precise analytical solution, so these nonlinear equations should be solved using approximate methods.

The homotopy perturbation method (HPM), first proposed by He in 1998, was developed and improved by He [1–3]. Very recently, the new interpretation and new development of the homotopy perturbation method have been given and well addressed in [4–7]. Homotopy perturbation method [1–7] is a novel and effective method, and can solve various nonlinear equations. This method has successfully been applied to solve many types of linear and nonlinear problems, for example, nonlinear oscillators with discontinuities [8], nonlinear wave equations [9], limit cycle and bifurcations [10–13], nonlinear boundary value problems [14], asymptotology [15], Volterra’s integro-differential equation by El-Shahed [16], some fluid problems [17–18], Chen system and other systems of equations [19-20], singular problems [21], and many other problems [22–23] and the references therein. These applications also verified that the HPM offers certain advantages over other conventional numerical methods. Numerical methods use discretization which gives rise to rounding off errors causing loss of accuracy, and requires large computer power and time. The HPM is better since it does not involve discretization of the variables, hence is free from rounding off errors and does not require large computer memory or time. Recently, some modifications of the Adomian decomposition method by using orthogonal polynomials were obtained by Hosseini [24] and Tien and Chen [25].

In this paper, an efficient modification of the homotopy perturbation method is used to solve some initial differential equations for which an approximation may be required to deal with the source term. In order to make the HPM more effective, He’s polynomials and Chebyshev’s polynomials are used in the modified homotopy perturbation method. It should be mentioned that the idea of He’s polynomials was first suggested by Ghorbani to deal with nonlinear terms when using the HPM [26–27], and was then also used in the variational iteration method to deal with nonlinear terms in the correction functional [28]. In this paper, several illustrative examples are given to reveal the efficiency and reliability of the modified homotopy perturbation method.

2. He’s Homotopy Perturbation Method

To illustrate the homotopy perturbation method (HPM) for solving nonlinear differential equations, He [1–7] considered the following nonlinear differential
equation:
\[ L(u) + R(u) + N(u) = g(x), \quad x \in \Omega, \]  
subject to the boundary condition
\[ B \left( u \frac{\partial u}{\partial n} \right) = 0, \quad x \in \Gamma, \]  
where \( L \) is a linear operator of highest order, \( R \) a linear operator of the remaining linear terms, \( N \) a nonlinear operator, \( B \) a boundary operator, \( g(x) \) a known analytic function, \( \Gamma \) is the boundary of the domain \( \Omega \), and \( \frac{\partial}{\partial n} \) denotes the differentiation along the normal vector drawn outwards from \( \Omega \). He [1 – 2] constructed a homotopy \( v(r, p) : \Omega \times [0, 1] \to \mathbb{R} \) which satisfies
\[ H(v, p) = (1 - p)[L(v) - L(u_0)] + p[L(v) + R(v) + N(v) - g(x)] = 0, \]
which is equivalent to
\[ H(v, p) = L(v) = L(u_0) + pL(u_0) + p[L(v) + R(v) + N(v) - g(x)] = 0, \]  
where \( p \in [0, 1] \) is an embedding parameter, and \( u_0 \) is an initial approximation of (3). Obviously, we have:
\[ H(v, 0) = L(v) = L(u_0) = 0, \]
\[ H(v, 1) = L(v) + R(v) + N(v) - g(x) = 0. \]  
The changing process of \( p \) from zero to unity is just that of \( H(v, p) \) from \( L(v) - L(u_0) \) to \( L(v) + R(v) + N(v) - g(x) \). In topology, this is called deformation and \( L(v) - L(u_0) \) and \( L(v) + R(v) + N(v) - g(x) \) are called homotopic. According to the homotopy perturbation method, the parameter \( p \) is used as a small parameter, and the solution of (3) can be expressed as a series in \( p \) in the form
\[ v = v_0 + pv_1 + p^2v_2 + p^3v_3 + \cdots. \]  
When \( p \to 1 \), (4) corresponds to the original one, (1), and it becomes the approximate solution of (1), i.e.
\[ u = \lim_{p \to 1} v = v_0 + v_1 + v_2 + v_3 + \cdots. \]  
If (1) admits an unique solution, then this method produces the unique solution. If (1) does not possess an unique solution, the HPM will give a solution among many other possible solutions. The convergence of the series in (7) is discussed by He in [1 – 2].

3. The Chebyshev-Based Homotopy Perturbation Method

To perform the homotopy perturbation method in such situations as that \( g(x) \) is not easily integrable, in general, for an arbitrary natural number \( m \), \( g(x) \) may be expressed in the Taylor series,
\[ g(x) = g_{T, m} = \sum_{i=0}^{m} g_i(x). \]  
In this paper, we suggest that \( g(x) \) can be expressed in the Chebyshev series,
\[ g(x) = g_{C, m}(x) = \sum_{i=0}^{m} a_i T_i(x), \]  
where the \( T_i(x) \) are the Chebyshev polynomials of the first kind,
\[ T_0(x) = 1, \quad T_1(x) = x, \]
\[ T_2(x) = 2x^2 - 1, \quad T_3(x) = 4x^3 - 3x, \]  
and, in general, the following recursive relation are satisfied:
\[ T_{k+1}(x) = 2xT_k(x) - T_{k-1}(x), \quad k \geq 1. \]  
We recall that the Chebyshev polynomials of the first kind are orthogonal defined on the interval \([-1, 1]\] with respect to the weight function \( w(x) = (1 - x^2)^{-1/2} \). In order to solve an initial value problem in a large enough region, for example, on a general interval \([a, b]\), these polynomials can be extended to the interval \([a, b]\) by using the change of variables \( \tilde{x} = \frac{1}{b - a}(b - a)x + a + b \) to transform the numbers in the interval \([-1, 1]\) into the corresponding numbers in the interval \([a, b]\).

To deal with the nonlinear term \( N(v) \), we will employ He’s polynomials, which were first considered in [26 – 27], defined by
\[ N(v_0, v_1, \cdots, v_n) = \frac{1}{n!} \frac{\partial^n}{\partial p^n} N \left( \sum_{k=0}^{n} p^k v_k \right) \bigg|_{p=0}, \]  
\[ n = 0, 1, \ldots, \]
and satisfy the relation
\[ N(v) = N(v_0) + N(v_0, v_1)p + N(v_0, v_1, v_2)p^2 + \cdots + N(v_0, v_1, \cdots, v_n)p^n + \cdots. \]  
Substituting (6), (9), and (13) into (4), and equating coefficients of like powers of \( p \), we obtain
\[ p^0 : \quad L(v_0) - L(u_0) = 0, \]
We note that the techniques such as the Adomian decomposition method are not easy to apply if \( g(x) \) is not easily integrable. However, this difficulty can be overcome by considering the Taylor series or the Chebyshev series of \( g(x) \).

Now we let \( m = 6 \), and \( M = 7 \). A Taylor polynomial of \( g(x) \) is

\[
g_{T,6}(x) = 2 + 9x^2 + 10x^4 + \frac{47}{6}x^6.
\]

In view of the homotopy (4), we construct the following homotopy:

\[
v'' + p[xv' + x^2v^3 - g_{T,6}(x)] = 0.
\]

Substituting (6) and using (13) with He’s polynomials given by (23) into the homotopy (25) and equating the terms with identical powers of \( p \), we obtain the following set of linear differential equations:

\[
p^0: \quad v''(0) = 0, \quad v_0(0) = 0, \quad v_0(0) = 1, \\
p^1: \quad v''(0) + xv'(0) + 2x^2v(0) = 0, \quad v_1(0) = 0, \quad v_1(0) = 0, \\
p^2: \quad v''(0) + xv'(0) + 3x^2v(0) = 0, \quad v_2(0) = 0, \quad v_2(0) = 0, \\
p^3: \quad v''(0) + xv'(0) + 3x^2v(0) + v_3(0) = 0, \quad v_3(0) = 0, \quad v_3(0) = 0, \\
p^4: \quad v''(0) + xv'(0) + x^2(3v_3 + 6v_1v_2 + v_1^2) = 0, \quad v_4(0) = 0, \quad v_4(0) = 0,
\]

Consequently, solving the above equations by the help of Maple, we obtain

\[
u_T(x) = \sum_{i=0}^{6} v_i = 1 + 2.01582x^2 - 0.48273x^3 + 4.53721x^4 - 11.27641x^5 + 18.20236x^6 - 13.46358x^7 + \cdots + 1.07441x^{38} - 0.16931x^{39} + 0.01288x^{40}.
\]

The absolute error of \( u_T(x) \) is presented in Figure 1.

Now, we use the Chebyshev expansion for \( g(x) \), in this case we have

\[
g_{C,6}(x) = \sum_{i=0}^{6} a_i T_i(2x - 1), \quad 0 \leq x \leq 1,
\]
We construct the following homotopy:

\[ v'' + p[xv' + x^2v^3 - g_{C,6}(x)] = 0 \]  

(36)

Substituting (6) and using (13) with He’s polynomials given by (23) into the homotopy (36) and equating the terms with identical powers of \( n \), we obtain the following set of linear differential equations:

\[
\begin{align*}
\rho^0: & \quad v''_0 = 0, \quad v'_0(0) = 0, \quad v_0(0) = 1, \quad (37) \\
\rho^1: & \quad v''_1 + xv' + x^2 - g_{C,6}(x) = 0, \quad v'_1(0) = 0, \quad v_1(0) = 0, \quad (38) \\
\rho^2: & \quad v''_2 + xv' + 3x^2v_1 = 0, \quad v'_2(0) = 0, \quad v_2(0) = 0, \quad (39) \\
\rho^3: & \quad v''_3 + xv' + 3x^2(v_2 + v'_1) = 0, \quad v'_3(0) = 0, \quad v_3(0) = 0, \quad (40) \\
\rho^4: & \quad v''_4 + xv' + x^2(3v_3 + 6v_1v_2 + v'_1) = 0, \quad v'_4(0) = 0, \quad v_4(0) = 0, \quad (41)
\end{align*}
\]

Consequently, solving the above equations by the help of Maple, we obtain

\[
u_C(x) = \sum_{i=0}^{6} v_i = 1 + 1.02582x^2 - 0.48273x^3 + 4.03721x^4 - 11.2764x^5 + 18.03569x^6 - 13.46358x^7 + \cdots + 1.07441x^{38} - 0.16931x^{39} + 0.01288x^{40}.
\]

(42)

We present the absolute error of \( u_C(x) \) in Figure 2.

From Figure 1 and 2, it is observed that the Chebyshev-based homotopy perturbation method (36) approximates the solution more accurately and efficiently than the Taylor-based method (25).

**Example 2.** We consider for \( 0 \leq x \leq 1, \ [24] \)

\[
u'' + uu' = x\sin(2x^2) - 4x^2\sin(x^2) + 2\cos(x^2),
\]

(43)

\[ u(0) = 0, \quad u'(0) = 0, \quad (44) \]

with the exact solution \( u(x) = \sin(x^2) \). In an operator form, (43) can be written as

\[
L(u) + N(u) = g(x), \quad (45)
\]

where \( L = \frac{d^2}{dx^2}, \ N(u) = uu' \) and \( g(x) = x\sin(2x^2) - 4x^2\sin(x^2) + 2\cos(x^2) \).
He’s polynomials for the nonlinear term \( N(v) = vv' \) in this case are given by
\[
\begin{align*}
N(v_0) &= v_0v'_0, \\
N(v_0, v_1) &= v_1v'_0 + v_0v'_1, \\
N(v_0, v_1, v_2) &= v_2v'_0 + v_1v'_1 + v_0v'_2, \\
&\quad \vdots
\end{align*}
\]
(46)
Consequently, solving the above equations by the help of \( \frac{dm}{dp} \) and equating the terms with identical powers of \( p \), we obtain the following set of linear differential equations:
\[
\begin{align*}
p^0: & \quad v_0'' - 2 = 0, \\
& \quad v_0(0) = 0, \\
& \quad v_0(0) = 0,
\end{align*}
\]
(50)
In view of the homotopy (4) and the initial conditions (44), we construct the following homotopy:
\[
v'' - 2 + p[2 + vv' - g_{T,10}(x)] = 0.
\]
(49)
Now we let \( m = 10 \), and \( M = 11 \). A Taylor polynomial of \( g(x) \) is given by
\[
g(x) = 2 + 2x^3 - 5x^4 - \frac{4}{3}x^7 + \frac{3}{4}x^8 + O(x^{11}),
\]
(47)
so that
\[
g_{T,10}(x) = 2 + 2x^3 - 5x^4 - \frac{4}{3}x^7 + \frac{3}{4}x^8.
\]
(48)
Substituting (6) and using (13) with He’s polynomials for the nonlinear term \( N(x) \), we obtain the following set of linear differential equations:
\[
\begin{align*}
p^0: & \quad v_0'' - 2 = 0, \\
& \quad v_0(0) = 0,
\end{align*}
\]
(51)
\[
\begin{align*}
p^1: & \quad v_1'' + 2 + v_0v'_0 - g_{T,10}(x) = 0, \\
& \quad v_1(0) = 0,
\end{align*}
\]
(52)
\[
\begin{align*}
p^2: & \quad v_2'' + v_1v'_0 + v_0v'_1 = 0, \\
& \quad v_2(0) = 0,
\end{align*}
\]
(53)
Consequently, solving the above equations by the help of Maple, we obtain
\[
\begin{align*}
\nu_T(x) = & \sum_{i=0}^{10} v_i = 0.99999x^2 + 0.00003x^3 \\
& - 0.33385x^4 - 0.00472x^5 - 0.47974x^6 + \cdots \quad (54)
\end{align*}
\]
In view of the homotopy (4) and the initial conditions (44), we construct the following homotopy:
\[
v'' - 2 + p[2 + vv' - g_{C,10}] = 0.
\]
(57)
Substituting (6) and using (13) with He’s polynomials given by (46) into the homotopy (57) and equating the
terms with identical powers of $p$, we obtain the following set of linear differential equations:

$$ p^0: \ \ \ \ v''_0 - 2 = 0, $$ \hspace{1cm} (58)

$$ v'_0(0) = 0, \ \ v_0(0) = 0, $$

$$ p^1: \ \ \ \ v''_1 + 2 + v_0v'_0 - g_{C,10}(x) = 0, $$ \hspace{1cm} (59)

$$ v'_1(0) = 0, \ \ v_1(0) = 0, $$

$$ p^2: \ \ \ \ v''_2 + v_1v'_0 + v_0v'_1 = 0, $$ \hspace{1cm} (60)

$$ v'_2(0) = 0, \ \ v_2(0) = 0, $$

$$ p^3: \ \ \ \ v''_3 + v_2v'_0 + v_1v'_1 + v_0v'_2 = 0, $$ \hspace{1cm} (61)

$$ v'_3(0) = 0, \ \ v_3(0) = 0, $$

$$ \vdots $$

Consequently, solving the above equations by the help of Maple, we obtain

$$ uc(x) = \sum_{i=0}^{10} v_i = 0.999999x^2 + 0.000005x^3 $$

$$ -0.33437x^4 + 0.00944x^5 - 0.67059x^6 + \cdots $$

$$ + 0.49582 \cdot 10^{-13}x^{65} - 0.33301 \cdot 10^{-14}x^{66} $$

$$ + 0.10548 \cdot 10^{-15}x^{67}. $$ \hspace{1cm} (62)

5. Conclusion

In this work, we successfully apply He’s homotopy perturbation method in combination with Chebyshev’s polynomials to solve the differential equations with source term for which the Taylor series is required. We demonstrated that the Chebyshev-based HPM shows a much better performance over the Taylor-based HPM in handling nonlinear differential equations with the not easily integrable source term.
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