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We study, within a mean-field approach, the stationary states of the kinetic metamagnetic spin $-3/2$ Blume-Emery-Griffiths model under the presence of a time-varying (sinusoidal) magnetic field. We use the Glauber-type stochastic dynamics to describe the time evolution of the system. The behaviour of the time dependence of the average order parameters in a period, which are also called the dynamic order parameters, as functions of the reduced temperature are investigated. The natures (continuous or discontinuous) of the transitions are characterized by investigating the behaviours of the thermal variations of the dynamic order parameters. The dynamic phase transition points are obtained and the phase diagrams are constructed in the plane of the reduced temperature ($T$) and the amplitude of the magnetic field ($h$), and sixteen fundamental types of phase diagrams are found. The phase diagrams exhibit one, two, three or four dynamic tricritical points and a dynamic double-critical end point, and, besides a disordered and three ordered phases, seven coexistence regions or mixed phases depending on the interaction parameters. We also investigate the influence of the reduced biquadratic exchange parameter ($k$) and obtain nine different phase diagram topologies in the ($k$, $T$) plane.
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1. Introduction

In our preceding paper [1], referred to as paper I in the following, we presented a study, within a mean-field approach, of the stationary states of the kinetic metamagnetic spin $-3/2$ Blume-Capel (BC) model in the presence of a time-dependent oscillating external magnetic field. We used the Glauber-type stochastic dynamics to describe the time evolution of the system. We have studied the time-dependent behaviour of the average submagnetizations in a period, which are also called the dynamic submagnetizations, as functions of the reduced temperature. The dynamic phase transition (DPT) points have been calculated by investigating the behaviour of the average submagnetizations in a period as functions of the reduced temperature. We presented the phase diagrams in the plane of the reduced temperature ($T$) and the amplitude of the magnetic field ($h$). We found six different phase diagram topologies. The system also exhibited one, two or three tricritical points depending upon the interaction parameters. We have investigated the influence of the reduced crystal-field interaction ($d$) and we obtain five different phase diagram topologies in the ($d$, $T$) plane. We have also studied the influence of the frequency on the phase boundaries as well as the dynamic tricritical point. We found that the topologies of the phase diagrams slightly change. In paper I, we did not study the influence of the biquadratic exchange interaction ($K$) due to the reason that the spin $-3/2$ BC model only contains a single-ion potential or crystal-field interaction in addition to the bilinear exchange interaction ($J$). The biquadratic exchange interaction is very important because it produces the ferroquadrupolar or simply the quadrupolar phase; hence, one has to consider the quadrupolar order parameters besides the magnetization. The purpose of the present paper is, therefore, to study within the mean-field approach the stationary states of the kinetic metamagnetic spin $-3/2$ Blume-Emery-Griffiths (BEG) model Hamiltonian with bilinear ($J$) and biquadratic ($K$) nearest-neighbour pair interactions and a single-ion potential or crystal-field interaction ($D$) in the presence of a time-dependent oscillating external magnetic field. We use the Glauber-type stochastic dy-
namics to describe the time evolution of the system [2]. Especially, we investigate the time dependence of average submagnetizations and sublattice quadrupole moments, as well as the behaviour of the dynamic order parameters as functions of the reduced temperature. In these studies, we obtain the DPT points and construct the phase diagrams in the \((T, h)\) plane. We also investigate the influence of the reduced biquadratic exchange interaction \((k)\) and present the phase diagrams in the \((k, T)\) plane.

It is worthwhile to mention that the existence of quadrupolar interactions has been established in several cubic rare-earth intermetallic compounds [3]. The most obvious proof is possibility of a quadrupolar phase transition, as observed for example in TmCd [4] and TmZn [5]. Moreover, the quadrupolar interactions may act on the nature of the magnetic phase transition in which they may change a second-order phase transition into a first-order one, as observed, e.g., in DySb [6], TbP [7] or TmCu [8], or vice versa as in PrMg2 [9]. On the other hand, numerous theoretical works have been worked out concerning the existence of dipolar and quadrupolar phase transitions, especially in the Ising systems, such as spin \(-1\) [10 – 12], spin \(-3/2\) [13, 14] and spin \(-2\) [15]. Magnetic dipolar and quadrupolar phase transitions in cubic rare-earth intermetallic compounds have been studied in terms of single-ion susceptibilities and within the Landau theory [16]. Recently, the quadrupolar order in the \(S = 1\) isotropic Heisenberg model with the biquadratic interaction has been studied by the quantum Monte Carlo simulation [17].

On the other hand, metamagnetic systems are systems with both ferromagnetic and antiferromagnetic couplings; they are of great interest because it is possible to induce novel kinds of critical behaviour by forcing competition between these couplings, especially in the presence of a time-dependent oscillating external magnetic field. In Section 2, the metamagnetic spin \(-3/2\) BEG model is presented briefly. In Section 3, the derivation of the mean-field dynamic equations of motion by using the Glauber-type stochastic dynamics in the presence of a time-dependent oscillating external magnetic field is given. In Section 4, the stationary solutions of the coupled dynamic equations are solved and the thermal behaviours of the dynamic submagnetizations and dynamic sublattice quadrupole moments are studied, and, as a result, the DPT points are calculated. Section 5 contains the presentation and discussion of the phase diagrams. Finally, the paper ends with a summary and conclusions of this work in Section 6.

2. The Metamagnetic Spin \(-3/2\) BEG Model

The magnetic moments or spins are arranged on a regular lattice of \(N\) sites that consist of two equivalent interpenetrating sublattices, denoted by A and B, each having a total of \(N/2\) sites. The \(z\) nearest neighbours (nn) of every spin on a particular sublattice are all on the other sublattice, precisely, each A-site is surrounded by \(z\) equivalent neighbouring B-sites and each B-site by \(z\) A-sites. On the other hand, the \(z'\) next-nearest neighbours (nnn) of every spin are all on the same lattice, namely, the number of any A-sites closest to any given A-site or the number of any B-sites closest to any given B-site is \(z'\). Hence, for example, \(z = 4\) and \(z' = 4\) for the plane square lattice and \(z = 6\) and \(z' = 12\) for the simple cubic lattice. Nevertheless, in the mean-field approach the only relevant properties of the lattice structure that enter are \(z\) and \(z'\) in Section 3.

The metamagnetic spin \(-3/2\) BEG model in the presence of a time-dependent oscillating external magnetic field is defined by the Hamiltonian

\[
\mathcal{H} = -J \sum_{nm} S_n S_m - J' \sum_{nnm} S_n S_m S_k
\]
where the spin $S_i$ takes the values ±3/2 or ±1/2 at each $i$ site of lattice, $\sum_{nn}$ and $\sum_{nnn}$ are sums over all pairs of nn and nnn spins, respectively, $J$ and $J'$ are bilinear exchange constants for the nn and nnn, and $K$ and $K'$ are biquadratic exchange constants for the nn and nnn, respectively. $D$ is the crystal-field interaction or single-ion anisotropy constant and $H$ is a time-dependent external oscillating magnetic field: $H(t) = \cos(wt)$, where $H_0$ and $w = 2\pi \nu$ are the amplitude and the angular frequency of the oscillating field, respectively. The system is in contact with an isothermal heat bath at absolute temperature $T$.

The order parameters of the system are introduced as follows: (1) The average submagnetizations $m_A \equiv \langle S \rangle_A$ and $m_B \equiv \langle S \rangle_B$, which are the excess of one orientation over the other orientations, also called dipole moments. (2) The sublattice quadrupole moments ($q_A$ and $q_B$), which are linear functions of the average squared submagnetizations, i.e., $q_A \equiv \langle S^2 - 5/4 \rangle_A$ and $q_B \equiv \langle S^2 - 5/4 \rangle_B$, which are different from the definition $q \equiv \langle S^2 \rangle$ used by some researchers [18]. The first definition ensures $q = 0$ at infinite temperature.

### 3. Derivation of the Mean-Field Dynamic Equations

Since derivation of the mean-field dynamic equations is discussed in paper I extensively, we will only give a brief summary here. The system evolves according to the Glauber-type stochastic process at a rate of $1/\tau$ transitions per unit time. We define $p(S_1, S_2, \ldots, S_N; t)$ as the probability that the system has the $S$ spin configuration, $S_1, S_2, \ldots, S_N$, at time $t$. The time dependence of this probability function is assumed to be governed by the master equation which describes the interaction between the spins and the heat bath. In the Glauber dynamics, the transition probabilities of the individual spins are assumed to depend on the momentary values of the neighbouring spins as well as on the influence of the heat bath and $W_i(S_i \rightarrow S'_i)$ is the probability per unit time that the $i$-th spin changes from $S_i$ to $S'_i$ while the other values remain momentarily fixed. Therefore, if the spins on sublattice B remain momentarily fixed, the master equation for sublattice A can be written as

$$\frac{d}{dt}P_A(S_1, S_2, \ldots, S_N; t) = -\sum_{i} \left( \sum_{S'_i \neq S_i} W_{Ai}(S_i \rightarrow S'_i) \right) P_A(S_1, S_2, \ldots, S_i, \ldots, S_N; t) + \sum_{i} \left( \sum_{S'_i = S_i} W_{Ai}(S_i \rightarrow S'_i) \right) P_A(S_1, S_2, \ldots, S_i, \ldots, S_N; t),$$

(2)

where $W_{Ai}(S_i \rightarrow S'_i)$ and $W_{Ai}(S'_i \rightarrow S_i)$ are the probabilities per unit time that the $i$-th spin changes from $S_i$ to $S'_i$ and $S'_i$ to $S_i$, respectively. Since the system is in contact with a heat bath at absolute temperature $T$, each spin can change from $S_i$ to $S'_i$ with the probability per unit time

$$W_{Ai}(S_i \rightarrow S'_i) = \frac{1}{\tau} \exp(-\beta E_{Ai}(S_i \rightarrow S'_i)).$$

(3)

where $\beta = 1/k_B T$, $k_B$ is the Boltzmann factor, $\Sigma_{S'_i}$ is the sum over the four possible values of $S'_i$, ±3/2, ±1/2, and

$$\Delta E_{Ai}(S_i \rightarrow S'_i) = -(S'_i - S_i) \left( H + J \sum_{nm} S_j + J' \sum_{nnn} S_k \right) + (S_i^2 - S'_i^2) \left( D + K \sum_{nm} (S_j^2 - 5/4) + K' \sum_{nnn} (S_k^2 - 5/4) \right),$$

(4)

gives the change in the energy of the system when the $S_i$ spin changes. The probabilities satisfy the detailed balance condition. Since $W_{Ai}(S_i \rightarrow S'_i)$ does not depend on $S_i$, we can write $W_{Ai}(S_i \rightarrow S'_i) = W_{Ai}(S'_i)$. Hence the master equation becomes

$$\frac{d}{dt}P_A(S_1, S_2, \ldots, S_N; t) = -\sum_{i} \left( \sum_{S'_i \neq S_i} W_{Ai}(S_i \rightarrow S'_i) \right) P_A(S_1, S_2, \ldots, S_i, \ldots, S_N; t) + \sum_{i} \left( \sum_{S'_i \neq S_i} W_{Ai}(S_i \rightarrow S'_i) \right) P_A(S_1, S_2, \ldots, S'_i, \ldots, S_N; t).$$

(5)

Since the sum of the probabilities is normalized to one, by multiplying both sides of (5) with $S_k$ for $m_A$ and $(S_k^2 - 5/4)$ for $q_A$, and taking the average, we obtain

$$-D \left( \sum_{i=1}^{N} S_i^2 + \sum_{j=1}^{N} S_j^2 \right) - K \sum_{mm} (S_i^2 - 5/4) (S_j^2 - 5/4)$$

$$-K' \sum_{mmm} (S_i^2 - 5/4) (S_j^2 - 5/4)$$

$$-H \left( \sum_{i=1}^{N} S_i + \sum_{j=1}^{N} S_j \right),$$

(1)
4. Thermal Behaviours of Dynamic Order Parameters and Dynamic Phase Transition Points

In this section, we will first solve the set of dynamic equations and present the time variation of the average order parameters. Then we will obtain the average order parameters in a period, which are also called the dynamic order parameters, and investigate and present the thermal behaviour of the dynamic order parameters as functions of the reduced temperature, and as a result, the DPT points will be calculated. For these purposes, first we have to study the stationary solutions of the set of dynamic equations, given in (8)–(11), if the parameters $T$, $k$, $k'$, $d$, $\alpha$, $\alpha'$ and $h$ are varied. The stationary solutions of (8)–(11) will be periodic functions of $\xi$ with period $2\pi$: that is, $m_A(\xi + 2\pi) = m_A(\xi)$, $m_B(\xi + 2\pi) = m_B(\xi)$, $q_A(\xi + 2\pi) = q_A(\xi)$ and $q_B(\xi + 2\pi) = q_B(\xi)$. Moreover, they can be one of three types according to whether they have or do not have the properties

\begin{align}
 m_A(\xi + \pi) &= -m_A(\xi), & m_B(\xi + \pi) &= -m_B(\xi) \quad (12a) \\
 q_A(\xi + \pi) &= -q_A(\xi), & q_B(\xi + \pi) &= -q_B(\xi). \quad (12b)
\end{align}

The first type of solution, satisfying both (12a) and (12b), is called a symmetric solution. It corresponds to a disordered (d) solution. In this solution, the average submagnetizations, namely $m_A$ and $m_B$, always oscillate around zero value and are delayed with respect to the external magnetic field. On the other hand, the sublattice quadrupolar moments, namely $q_A$ and $q_B$, are equal to each other ($q_A = q_B$) but oscillate around a nonzero value for finite temperature.

The second type of solution, which does not satisfy both (12a) and (12b), is called a nonsymmetric
solution. \( m_A \) and \( m_B \) do not follow the external magnetic field any more, but instead of oscillating around zero value, they oscillate around a nonzero value, namely \( \pm 3/2 \) or \( \pm 1/2 \).

The third type of solution, which satisfies (12a) but does not satisfy (12b), corresponds to a ferroquadrupolar or simply quadrupolar (fq) phase. \( m_A \) and \( m_B \) oscillate around zero and are delayed with respect to the external magnetic field; \( q_A \) and \( q_B \) do not follow the external magnetic field any more. A nonsymmetric solution leads to the following three different phases or solutions depending on the oscillating of the sublattice order parameters:

1. The antiferromagnetic \(-3/2\) phase (af3/2):
   \[ m_A = -m_B = \pm 3/2 \text{ and } q_A = q_B = 0. \]

2. The antiferromagnetic \(-1/2\) phase (af1/2):
   \[ m_A = -m_B = \pm 1/2 \text{ and } q_A = q_B = 0. \]

3. The ferroquadrupolar phase (fq):
   \[ m_A = m_B = 0 \text{ and } q_A = q_B = -1. \]

These above facts are seen explicitly by solving (8)–(11) numerically using the numerical method of the Adams-Moulton predictor corrector method for a given set of parameters and initial values; the solutions are presented in Figure 1. From Fig. 1, one can see five different solutions, namely the d, af3/2, af1/2 and fq phases or solutions and a coexistence solution, namely the af3/2 + af1/2 in which af3/2, af1/2 solutions coexist. In Fig. 1a, only the symmetric solution is obtained; hence, we have a disordered (d) solution. In Figs. 1b, c and d only the nonsymmetric solutions are found; therefore, we have the af3/2, af1/2 and fq solutions, respectively. These solutions do not depend on the initial values. In Fig. 1e, we have also the nonsymmetric solution for \( m_A(\xi) \), \( m_B(\xi) \), \( q_A(\xi) \) and \( q_B(\xi) \), because \( m_A(\xi) \) and \( m_B(\xi) \) oscillate around either \( +3/2 \) or \( +1/2 \) and \( -3/2 \) or \( -1/2 \) at \( T = 0 \) and \( q_A(\xi) = q_B(\xi) \) oscillate around \( +1 \) or \( -1 \) at \( T = 0 \), respectively. Hence, we have the solution coexistence (af3/2 + af1/2). In this case, the solution depends on the initial values, as seen in Fig. 1e explicitly. Similarly, we have the af1/2 + fq, af3/2 + fq, af3/2 + d, af3/2 + af1/2 + fq, fq + d, and af3/2 + fq + d coexistence solutions. We should also mention that these solutions depend on the initial values. Since these solutions or phases are similar to those in Fig. 1e, the behaviour of these phases. In order to see the dynamic phase boundaries among these phases, we have to calculate DPT points, and then we can present dynamic phase diagrams of the system. DPT points are obtained by investigating the behaviour of the dynamic order parameters as functions of the reduced temperature.

The dynamic order parameters, namely, the dynamic sublattice magnetizations \((M_A \text{ and } M_B)\) and the dynamic sublattice quadrupole moments \((Q_A \text{ and } Q_B)\), are defined as

\[
M_A = \frac{1}{2\pi} \int_0^{2\pi} m_A(\xi) d\xi, \quad M_B = \frac{1}{2\pi} \int_0^{2\pi} m_B(\xi) d\xi \quad (13a)
\]

and

\[
Q_A = \frac{1}{2\pi} \int_0^{2\pi} q_A(\xi) d\xi, \quad Q_B = \frac{1}{2\pi} \int_0^{2\pi} q_B(\xi) d\xi. \quad (13b)
\]

The behaviours of \( M_A, M_B, Q_A, Q_B \) as functions of the reduced temperature for several values of \( k, k', d, \alpha \) and \( h \) are obtained by combining the numerical methods of Adams-Moulton predictor corrector with the Romberg integration. We give a few interesting examples to illustrate the calculation of the DPT points (see in Fig. 2). In these figures, thick lines represent \( M_A \) and \( M_B \), and thin lines represent \( Q_A \) and \( Q_B \). TC (thick arrow) is the second-order phase transition temperature from the af3/2 phase to the d phase, \( T_C \) (thin arrow) is from the af1/2 phase to the fq phase. \( T_C \) represents the first-order phase transition temperature for \( M_A, M_B, Q_A \) and \( Q_B \). In addition to this, \( T_Q \) is the first-order phase transition temperatures for only \( Q_A \) and \( Q_B \). Figure 2a shows the reduced temperature dependence of the dynamic order parameters for \( k = k' = 0.10, d = -0.06, \alpha = -0.75 \), and \( h = 0.50 \). In this figure, \( M_A = 3/2, M_B = -3/2 \) and \( Q_A = Q_B = 1.0 \) at zero temperature; \( M_A \) and \( Q_A = Q_B \) decrease and \( M_B \) increases to zero continuously as the reduced temperature increases. Therefore, the second-order phase transition occurs \((T_C = 2.09)\) and the phase transition is from the af3/2 phase to the d phase (compare Fig. 2a with Fig. 3a for \( h = 0.50 \)). Figure 2b shows the behaviours of \( M_A, M_B, Q_A, Q_B \) as functions of the reduced temperature for \( k = k' = 0.05, d = -0.75, \alpha = -0.05 \), and \( h = 0.25 \). \( M_A = 1/2, M_B = -1/2 \) and \( Q_A = Q_B = -1.0 \) at zero temperature and the system exhibits a second-order phase transition and the transition is from the af1/2 phase to the fq phase \((T_C = 0.23)\) (compare Fig. 2b with Fig. 3g for \( h = 0.25 \)). Figures 2c and 2d illustrate the thermal variations of dynamic order parameters for \( k = k' = 1.00, d = 0.025, \alpha = -0.10 \), and \( h = 0.125 \) for two different initial values; i.e.,
Fig. 1. Time variations of the sublattice magnetizations ($m_A$ and $m_B$) and sublattice quadrupole moments ($q_A$ and $q_B$): (a) a disordered (d) phase for $k = k' = 0.50$, $d = -0.25$, $\alpha = -1.00$, $h = 2.50$, and $T = 2.00$; (b) an antiferromagnetic $-3/2$ (af$3/2$) phase for $k = k' = 0.10$, $d = -0.06$, $\alpha = -0.75$, $h = 0.18$, and $T = 1.03$; (c) an antiferromagnetic $-1/2$ (af$1/2$) phase for $k = k' = 0.25$, $d = -0.56$, $\alpha = -0.10$, $h = 0.25$, and $T = 0.125$; (d) a ferroquadrupolar (fq) phase for $k = k' = 1.50$, $d = 0.025$, $\alpha = -0.10$, $h = 0.025$, and $T = 2.25$; (e) a coexistence region (af$3/2 + af1/2$) for $k = k' = 0.50$, $d = -0.25$, $\alpha = -1.00$, $h = 0.50$, and $T = 0.25$. 


Fig. 2. The reduced temperature dependences of the dynamic sublattice magnetizations $M_A$ and $M_B$ (thick solid lines) and the dynamic sublattice quadrupole moments $Q_A$ and $Q_B$ (thin solid lines). $T_C$ (thick arrow) is the second-order phase transition temperature from the $af_3/2$ phase to the $d$ phase; $T_C'$ (thin arrow) is from the $af_1/2$ phase to the $fq$ phase. $T_t$ represents the first-order phase transition temperature for $M_A$, $M_B$, $Q_A$ and $Q_B$. $T_t Q$ is the first-order phase transition temperature for only $Q_A$ and $Q_B$. (a) Second-order phase transition from the $af_3/2$ phase to the $d$ phase for $k = k' = 0.10$, $d = -0.06$, $\alpha = -0.75$, and $h = 0.50$; 2.09 is found to be $T_C$. (b) Second-order phase transition from the $af_1/2$ phase to the $fq$ phase for $k = k' = 0.05$, $d = -0.75$, $\alpha = -0.05$, and $h = 0.25$; 0.23 is found to be $T_C'$. (c) First-order phase transition from the $af_3/2$ phase to the $d$ phase for $k = k' = 1.00$, $d = 0.025$, $\alpha = -0.10$, and $h = 0.125$; 1.89 is found to be $T_t$. (d) Two successive phase transitions: the first one is a second-order phase transition from the $af_1/2$ phase to the $fq$ phase and the second one is a first-order phase transition from the $fq$ phase to the $d$ phase for $k = k' = 0.50$, $d = -0.25$, $\alpha = -1.20$, and $h = 0.75$; 2.34 is found to be $T_t$. (e) Three successive phase transitions: the first one is a second-order phase transition from the $af_1/2$ phase to the $fq$ phase, the second one is a first-order phase transition from the $fq$ phase to the $af_1/2$ phase, and the third one is also a first-order phase transition from the $af_1/2$ phase to the $fq$ phase for $k = k' = 0.50$, $d = -0.25$, $\alpha = -1.20$, and $h = 0.75$; 0.41, 0.67, and 2.31 are found to be $T_C$, $T_Q$, and $T_t$, respectively. (g) Four successive phase transitions: the first one is a first-order phase transition from the $fq$ phase to the $af_1/2$ phase, the second one is a second-order phase transition from the $af_1/2$ phase to the $fq$ phase, the third one is a first-order phase transition from the $fq$ phase to the $af_1/2$ phase and the fourth one is also a first-order phase transition from the $af_1/2$ phase to the $fq$ phase for $k = k' = 0.50$, $d = -0.25$, $\alpha = -1.20$, and $h = 0.75$; 0.14, 0.41, 0.67, and 2.31 are found $T_t$, $T_C$, $T_Q$, and $T_t$, respectively.
Fig. 3. Phase diagrams of the kinetic metamagnetic spin $-3/2$ BEG model in the $(T, h)$ plane exhibiting one dynamic tricritical point. The disordered (d), antiferromagnetic $-3/2$ (af$_{3/2}$), antiferromagnetic $-1/2$ (af$_{1/2}$), ferroquadrupolar (fq), and six different regions of coexisting phases, namely, the af$_{3/2}$ + af$_{1/2}$, af$_{3/2}$ + af$_{1/2}$ + fq, af$_{3/2}$ + af$_{1/2}$ + d, af$_{3/2}$ + d, af$_{1/2}$ + af$_{3/2}$ + fq, and af$_{1/2}$ + d regions, are found. Dashed and solid lines represent the first- and second-order phase transitions, respectively, the dynamic tricritical point is indicated with filled circles, and B denotes the dynamic double-critical end point. (a) $k = k' = 0.10$, $d = -0.06$, $\alpha = -0.75$; (b) $k = k' = 0.10$, $d = -0.06$, $\alpha = -0.15$; (c) $k = k' = 0.50$, $d = -0.25$, $\alpha = -2.20$; (d) $k = k' = 0.50$, $d = -0.75$, $\alpha = -0.05$; (e) $k = k' = 0.25$, $d = -0.56$, $\alpha = -1.50$; (f) $k = k' = 0.50$, $d = -0.06$, $\alpha = -0.25$; (g) $k = k' = 0.50$, $d = -0.25$, $\alpha = -0.30$; (h) $k = k' = 0.25$, $d = -0.56$, $\alpha = -1.10$. 


Fig. 4. Phase diagrams of the kinetic metamagnetic spin $-3/2$ BEG model in the $(T, h)$ plane exhibiting two dynamic tricritical points. The disordered (d), antiferromagnetic $-3/2$ (af$_{3/2}$), and six different regions of coexisting phases, namely, the af$_{3/2}$ + aff$_{3/2}$ + af$^{1/2}$ + af + d, af$_{3/2}$ + af$^{1/2}$ + af + d and aff + d regions, are found. Dashed and solid lines represent the first- and second-order phase transitions, respectively, the dynamic tricritical points are indicated with filled circles. (a) $k = k' = 0.50$, $d = 0.25$, $\alpha = -0.10$; (b) $k = k' = 2.00$, $d = 0.25$, $\alpha = -0.10$.

$M_A = 3/2$, $M_B = 0.0$, $Q_A = 1.0$, and $Q_B = -1.25$ for Fig. 2c and $M_A = 1/2$, $M_B = 0.0$, $Q_A = -1.0$, and $Q_B = -1.25$ for Figure 2d. Figure 2c shows that $M_A$, $M_B$ and $Q_A = Q_B$ undergo a first-order phase transition, because $M_A$ and $Q_A = Q_B$ decrease and $M_B$ increases to zero discontinuously as the temperature increases. The system undergoes the first-order phase transition that is from the af$_{3/2}$ phase to the d phase.
The Kinetic Metamagnetic Spin – 3/2 BEG Model

Fig. 5. Phase diagrams of the kinetic metamagnetic spin – 3/2 BEG model in the \((T, h)\) plane exhibiting three dynamic tri-critical points. The disordered (d), antiferromagnetic – 3/2 (af3/2), ferroquadrupolar (fq) and six different regions coexisting phases, namely, the af3/2 + af1/2, af3/2 + af1/2 + fq, af3/2 + d, af3/2 + fq + d and fq + d regions, are found. Dashed and solid lines represent the first- and second-order phase transitions, respectively; the dynamic tricritical points are indicated with filled circles. (a) \(k = k' = 0.50, d = 0.25, \alpha = -0.25\); (b) \(k = k' = 0.50, d = -0.25, \alpha = -0.30\); (c) \(k = k' = 1.00, d = 0.025, \alpha = -0.10\); (d) \(k = k' = 1.50, d = 0.025, \alpha = -0.10\).

\((T_1 = 1.89)\). In Fig. 2d, the system undergoes two successive phase transitions: the first one is a second-order phase transition from the af1/2 phase to the fq phase \((T_C' = 0.27)\), and the second one is a first-order phase transition from the fq phase to d phase \((T_Q = 1.85)\) for only \(Q_A\) and \(Q_B\). Figures 2c and d imply that the system exhibits the af3/2 + af1/2 region of coexisting phases for very low values of the temperature, then the af3/2 + fq phase, then the af3/2 + d phase and finally the d phase for very high values of the temperature (compare Figs. 2c and d, with Fig. 5c for \(h = 0.125\)). Figures 2e – g show the behaviour of \(M_A\), \(M_B\), \(Q_A\) and \(Q_B\) as functions of the reduced temperature for \(k = k' = 0.50, d = -0.25, \alpha = -1.20, \) and \(h = 0.75\) for three different initial values, i.e., the initial values \(M_A = 1.5, M_B = 0.0, Q_A = 1.0, \) and \(Q_B = -1.25\) for Fig. 2e, and \(M_A = 0.5, M_B = 0.0, Q_A = -1.0, \) and \(Q_B = -1.25\) for Fig. 2f, and \(M_A = 0.0, M_B = 0.0, Q_A = -1.25, \) and \(Q_B = -1.25\) for Figure 2g. The behaviour in Fig. 2e is similar to that in Fig. 2c, hence, the system undergoes the first-order phase transition from the af3/2 phase to the fq phase \((T_1 = 2.34)\). In Fig. 2f, the system undergoes three successive phase transitions: the first one is a second-order phase transition from the af1/2 phase to the fq phase \((T_C' = 0.41)\), the second one is a first-order phase transition from the fq phase to the af3/2 phase \((T_Q = 0.67)\), and the third one is also a first-order phase transition from the
Fig. 6. Phase diagrams of the kinetic metamagnetic spin $-3/2$ BEG model in the $(T, h)$ plane exhibiting four dynamic tricritical points. The antiferromagnetic $-3/2$ (af$_{3/2}$), the ferroquadrupolar (fq) and six different regions of coexisting phases, namely, the af$_{3/2} +$ af$_{1/2}$, af$_{3/2} +$ af$_{1/2} +$ fq, af$_{3/2} +$ fq, af$_{3/2} +$ d, af$_{3/2} +$fq + d and fq + d regions, are found. Dashed and solid lines represent the first- and second-order phase transitions, respectively; the dynamic tricritical points are indicated with filled circles. (a) $k = k' = 0.50$, $d = -0.25$, $\alpha = -1.20$; (b) $k = k' = 0.50$, $d = -0.25$, $\alpha = -1.25$.

af$_{3/2}$ phase to the fq phase ($T_t = 2.31$). In Fig. 2g, the system undergoes four successive phase transitions: the first one is a first-order phase transition from the fq phase to the af$_{1/2}$ phase ($T_t = 0.14$), the second one is a second-order phase transition from the af$_{1/2}$ phase to the fq phase ($T_{C'} = 0.41$), the third one is a first-order phase transition from the fq phase to the af$_{3/2}$ phase ($T_{Q} = 0.67$), and the fourth one is also a first-order phase transition from the af$_{3/2}$ phase to the fq phase ($T_t = 2.31$). These three figures imply that the system exhibits the af$_{3/2} +$ af$_{1/2} +$ fq coexistence region or phase for very low temperatures, then the af$_{3/2} +$ af$_{1/2}$ phase, the af$_{3/2} +$ fq phase, the af$_{3/2}$ phase, the af$_{3/2} +$ fq phase, and finally the fq phase.
The Kinetic Metamagnetic Spin $-\frac{3}{2}$ BEG Model

- Diagrams (a) to (i) illustrate various magnetic states and transitions in the BEG model with $-\frac{3}{2}$ spin.
very high temperatures. These facts are seen clearly in the phase diagram of Fig. 6a for $h = 0.75$.

5. Phase Diagrams

Since we have obtained DPT points in Section 4, we can now present the phase diagrams of the system. The calculated phase diagrams in the $(T, h)$ plane are presented in Figs. 3 – 6 for various values of $k, k', d$, and $\alpha$. In these phase diagrams, the solid and dashed lines represent the second- and the first-order phase transition lines, respectively. The dynamic tricritical point is denoted by a filled circle and B represents the dynamic double-critical end point. As seen from the figures, one, two, three or four dynamic tricritical points occur depending on the interaction parameters.

Eight, two, four and two main different topological types of dynamic phase diagrams are found in Figs. 3, 4, 5 and 6, respectively. If one can investigate these phase diagrams, we can observe interesting and main results: (1) The phase diagrams exhibit one, two, three and four dynamic tricritical points, and besides a disordered (d), three ordered phases ($af_{3/2}, af_{1/2}$ and $f(q)$) and seven regions of coexisting or mixed phases depending on the interaction parameters. (2) The dynamic phase boundaries are the second-order transition lines between the $af_{3/2}$ and $d$ phases, between the $f_3/2$ and $af_{1/2}$ and $af_{3/2} + f(q)$ phases, and between the $af_{1/2}$ and $f(q)$ phases. The phase boundaries among all other phases are first-order transition lines. (3) The dynamic double-critical end point (B) separates one phase region from the other phase region, as seen Figs. 3f and h. Moreover, we observe a phase diagram in Fig. 3a, which is very similar to earlier studies of the kinetic spin $– 3/2$ Ising systems [25–27], except that the ferromagnetic $– 3/2$ ($f_3/2$) phase exists instead of the $af_{3/2}$ phase, also to the kinetic spin $– 1/2$ Ising model [28], kinetics of a mixed spin $– 1/2$ and spin $– 1$ Ising model [29] and kinetic spin $– 1$ Ising systems [29–31], but the ferromagnetic (f) phase occurs instead of the $af_{3/2}$ phase in [30–32]. Moreover, we also find the similar topology of phase diagram to Figs. 3b and c in [25–27], except that the $f_3/2, f_3/2 + f(q, f_3/2 + d$ and $f_3/2 + f_1/2$ phases occur instead of the $af_{3/2}, af_{3/2} + f(q; af_{3/2} + d$ and $af_{3/2} + af_{1/2}$ phases, respectively. We should also mention that Figs. 3d–h and Figs. 4–6 are the new phase diagrams obtained by this model.

We have investigated the influence of the reduced biquadratic exchange parameter $(k)$ and present the phase diagrams in the $(k, T)$ plane in Figure 7. In these phase diagrams, the solid and dashed lines represent the second- and first-order phase transitions, respectively. The dynamic tricritical point is indicated with a solid circle and the dynamic double-critical end point is represented by B. We obtain nine different phase diagram topologies in which six of them cannot be readily obtained from the phase diagrams in the $(T, h)$ plane and three of them can be readily obtained from the phase diagrams in the $(T, h)$ plane. The following main results are observed from Fig. 7:

(1) One and two dynamic tricritical points are found in Figs. 7d–f and 7a–c, respectively. Figures 7g–i do not exhibit any tricritical point. (2) Figures 7c and e contain the dynamic double critical end point. (3) The dynamic phase boundaries are the second-order transition lines between the $af_{3/2}$ and $d$ phases, between the $af_{3/2} + af_{1/2}$ and $af_{3/2} + f(q)$ phases, and between the $af_{1/2}$ and $f(q)$ phases. The phase boundaries among all other phases are first-order transition lines. (4) The phase boundary between the $af_{3/2}$ and $d$ phases is a first-order line for high values of $k$, as seen in Figure 7e.

6. Summary and Conclusions

We have analyzed, within a mean-field approach, the stationary states of the kinetic metamagnetic spin $– 3/2$ BEG model under a time-dependent oscillating external magnetic field. We used the Glauber-type stochastic dynamics to describe the time evolution of the system. We have studied the behaviour of
the time dependences of the average order parameters, namely the sublattice magnetizations or dipole moments and the sublattice quadrupole moments. We also investigated the dynamic order parameters; as a result the DPT points were calculated. We presented the phase diagrams in the \((T, h)\) plane. We found that the behaviour of the system strongly depends on the values of \(k, k', d\) and \(\alpha\), and sixteen different phase diagram topologies were found. The phase diagrams exhibited besides \(d, a f_3/2, a f_{1/2} f_q\) phases, seven coexistence regions, namely \(af_{3/2} + af_{1/2}, af_{1/2} + f_q, af_{1/2} + f_q, af_{1/2} + f_q, af_{1/2} + f_q, f_q + d\) and \(af_{3/2} + f_q + d\), depending on the values \(k, k', d\) and \(\alpha\). The dynamic phase boundaries among these phases were first-order lines for most cases and second-order lines for a few cases. The system also exhibited one, two, three or four dynamic tricritical points and a dynamic double critical end point (B) depending on \(k, k', d\) and \(\alpha\). We have investigated the influence of the biquadratic exchange constant and have obtained nine different phase diagram topologies in the \((k, T)\) plane in which six of them could not be readily obtained from the phase diagrams in the \((T, h)\) plane and three of them could be readily obtained from the phase diagrams in the \((T, h)\) plane.

We should also mention that the existence of the dynamical tricritical point (TCP) is restricted to mean-field studies only \([33–36]\). The fluctuation destroys the existence of the dynamic TCP. For example, Acharyya \([35]\) has done a work to establish the appearance of the dynamic TCP accompanied by stochastic resonance, but Kerniss et al. \([36]\) showed that this may be a finite size effect. Recently, Acharyya and Acharyya \([37]\) found that the dynamic TCP may appear in mean-field studies. Hence, all these studies concluded that the dynamic TCP is observed only in mean-field studies.

It should be also mentioned that since the mean-field equations correspond to extrema in the free energy, \((8)–(11)\) might not correspond to a global minimum of the free energy. Therefore, there is a strong possibility that at least some of the first-order transitions seen in the phase diagrams are very likely artifacts of the approximation due to its limitations, such as the correlations of spin fluctuations have not be been considered. However, this mean-field dynamic study suggests that the metamagnetic spin \(−3/2\) BEG model gives more interesting dynamic phase diagrams; hence, a further with more accurate techniques such as dynamic Monte Carlo simulations or the renormalization group calculations would be worthwhile.

Finally, we should emphasize that the present study is primarily of theoretical interest. We hope that this study is able to stimulate theoretical physicists to continue to get more theoretical results about the metamagnetic systems. We also hope it may give some light for experimental works.
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