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We apply a relatively new technique which is called the homotopy perturbation method (HPM) for solving linear and nonlinear partial differential equations. The suggested algorithm is quite efficient and is practically well suited for use in these problems. The proposed iterative scheme finds the solution without any discretization, linearization or restrictive assumptions. Several examples are given to verify the reliability and efficiency of the method. The fact that the HPM solves nonlinear problems without using Adomian’s polynomials can be considered as a clear advantage of this technique over the decomposition method.
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1. Introduction

In the last two decades with the rapid development of nonlinear science, there has appeared ever-increasing interest of physicists and engineers in the analytical techniques for nonlinear problems. It is well known, that perturbation methods provide the most versatile tools available in nonlinear analysis of engineering problems (see [1 – 19] and the references therein). The perturbation methods, like other nonlinear analytical techniques, have their own limitations. At first, almost all perturbation methods are based on the assumption that a small parameter must exist in the equation. This so-called small parameter assumption greatly restricts applications of perturbation techniques. As is well known, an overwhelming majority of nonlinear problems have no small parameters at all. Secondly, the determination of small parameters seems to be a special art requiring special techniques. An appropriate choice of small parameters leads to the ideal results, but an unsuitable choice may create serious problems. Furthermore, the approximate solutions solved by perturbation methods are valid, in most cases, only for the small values of the parameters. It is obvious that all these limitations come from the small parameter assumption. These facts have motivated to suggest alternate techniques, such as variational iteration [8, 15 – 18, 20 – 32], decomposition [33 – 39], exp-function [40, 41], variation of parameters [42] and iterative [43, 44]. In order to overcome these drawbacks, combining the standard homotopy and perturbation method, which is called the homotopy perturbation, modifies the homotopy method.

Many problems in natural and engineering sciences are modeled by partial differential equations (PDEs). These equations arise in a number of scientific models such as the propagation of shallow water waves, long wave and chemical reaction-diffusion models (see [14, 15, 32 – 41, 45 – 65] and the references therein). A substantial amount of work has been invested for solving such problems. Several techniques including the method of characteristic, Riemann invariants, combination of waveform relaxation and multi-grid, periodic multi-grid wave form, variational iteration, homotopy perturbation and Adomian’s decomposition [14, 15, 32 – 41, 45 – 65] have been used for the solutions of such problems. Most of these techniques encounter the inbuilt deficiencies and involve huge computational work. He [3 – 8] developed the homotopy perturbation method for solving linear, nonlinear, initial and boundary value problems by merging two techniques, the standard homotopy and the perturbation technique. The homotopy perturbation method was formulated by taking the full advantage of the standard homotopy and perturbation methods and has been applied to a wide class of functional equations (see [1 – 19] and the references therein). The basic motivation of the present paper is the implementation of
this reliable technique for solving PDEs. In particular the proposed homotopy perturbation method (HPM) is tested on Helmholtz, Fisher’s, Boussinesq, singular fourth-order partial differential equations, systems of partial differential equations and higher-dimensional initial boundary value problems. The proposed iterative scheme finds the solution without any discretization, linearization or restrictive assumptions and is free from round off errors. The HPM gives the solution in the form of a convergent series with easily computable components. Unlike the method of separation of variables which requires both initial and boundary conditions, the HPM gives the solution by using the initial conditions only. The fact that the proposed HPM solves nonlinear problems without using Adomian’s polynomials can be considered as a clear advantage of this technique over the decomposition method.

2. The Homotopy Perturbation Method

To explain the HPM, we consider a general equation of the type

\[ L(u) = 0, \quad (1) \]

where \( L \) is any integral or differential operator. We define a convex homotopy \( H(u, p) \) by

\[ H(u, p) = (1 - p)F(u) + pL(u), \quad (2) \]

where \( F(u) \) is a functional operator with known solutions \( v_0 \), which can be obtained easily. It is clear that for

\[ H(u, 0) = F(u), \quad H(u, 1) = L(u). \]

This shows that \( H(u, p) \) continuously traces an implicitly defined curve from a starting point \( H(v_0, 0) \) to a solution function \( H(f, 1) \). The embedding parameter monotonically increases from zero to unity as the trivial problem \( F(u) = 0 \) continuously deforms the original problem \( L(u) = 0 \). The embedding parameter \( p \in (0, 1) \) can be considered as an expanding parameter \([1 – 19]\). The HPM uses the homotopy parameter \( p \) as an expanding parameter \([3 – 8]\) to obtain

\[ u = \sum_{i=0}^{\infty} p^i u_i = u_0 + p u_1 + p^2 u_2 + p^3 u_3 + \ldots. \quad (4) \]

If \( p \to 1 \), then (4) corresponds to (2) and becomes the approximate solution of the form

\[ f = \lim_{p \to 1} u = \sum_{i=0}^{\infty} u_i = u_0 + u_1 + u_2 + \ldots. \quad (5) \]

It is well known that series (5) is convergent for most of the cases and also the rate of convergence is dependent on \( L(u) \). For more details about the convergence of the HPM (see \([1 – 19]\) and the references therein). The comparisons of equal powers of \( p \) give solutions of various orders. In sum, according to \([1, 2]\), He’s HPM considers the solution \( u(x) \) of the homotopy equation in a series of \( p \) as

\[ u(x) = \sum_{i=0}^{\infty} p^i u_i = u_0 + p u_1 + p^2 u_2 + \ldots, \]

and the method considers the nonlinear term \( N(u) \) as

\[ N(u) = \sum_{i=0}^{\infty} p^i H_i = H_0 + p H_1 + p^2 H_2 + \ldots, \]

where \( H_n \) are the so-called He’s polynomials \([1, 2]\), which can be calculated by using the formula

\[ H_n(u_0, \ldots, u_n) = \frac{1}{n!} \frac{\partial^n}{\partial p^n} \left( N \left( \sum_{i=0}^{n} p^i u_i \right) \right)_{p=0}, \]

\( n = 0, 1, 2, \ldots. \)

3. Numerical Applications

In this section, we apply the HPM for solving PDEs. In particular the proposed HPM is tested on Helmholtz, Fisher’s, Boussinesq, singular fourth-order partial differential equations, systems of partial differential equations and higher-dimensional initial boundary value problems. Numerical results are very encouraging.

3.1. Example 1

Consider the Helmholtz equation \([44]\)

\[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u(x, y)}{\partial y^2} - u(x, y) = 0 \]

with the initial conditions

\[ u(0, y) = y, \quad u_x(0, y) = y + \cosh y. \]
Applying the convex homotopy method

\[
\frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \ldots =
\]

\[
p \left( \frac{\partial^2 u_0}{\partial y^2} + p \frac{\partial^2 u_1}{\partial y^2} + p^2 \frac{\partial^2 u_2}{\partial y^2} + \ldots \right),
\]

and comparing the coefficients of equal powers of \(p\)

\[
p^{(0)} : u_0(x,y) = y(1+x) + x \cosh y,
\]

\[
p^{(1)} : u_1(x,y) = \frac{1}{2!} x^2 y + \frac{1}{3!} x^3 y,
\]

\[
p^{(2)} : u_2(x,y) = \frac{1}{4!} x^4 y + \frac{1}{5!} x^5 y,
\]

\[
p^{(3)} : u_3(x,y) = \frac{1}{6!} x^6 y + \frac{1}{7!} x^7 y,
\]

\[
p^{(4)} : u_4(x,y) = \frac{1}{8!} x^8 y + \frac{1}{9!} x^9 y,
\]

... gives the solution as

\[
u(x,y) = y \exp(x) + x \cosh(y).
\]

Table 1 exhibits the approximate solution obtained by using the HPM and ITM. It is clear that the obtained results are in high agreement with those obtained using the exact solutions. Higher accuracy can be obtained by using more terms.

3.2. Example 2

Consider the Helmholtz equation [44]

\[
\frac{\partial^2 u(x,y)}{\partial x^2} + \frac{\partial^2 u(x,y)}{\partial y^2} + 8u(x,y) = 0
\]

with the initial conditions

\[
u(0,y) = \sin(2y), \quad u_x(0,y) = 0.
\]

Applying the convex homotopy method

\[
\frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \ldots =
\]

\[
-p \left[ 8 \left( u_0 + pu_1 + p^2 u_2 + \ldots \right)
\right.
\]

\[
+ \left( \frac{\partial^2 u_0}{\partial y^2} + p \frac{\partial^2 u_1}{\partial y^2} + p^2 \frac{\partial^2 u_2}{\partial y^2} + \ldots \right),
\]

and comparing the coefficients of equal powers of \(p\)

\[
p^{(0)} : u_0(x,y) = \sin(2y),
\]

\[
p^{(1)} : u_1(x,y) = -2x^2 \sin(2y),
\]

\[
p^{(2)} : u_2(x,y) = \frac{8}{3} x^4 \sin(2y),
\]

\[
p^{(3)} : u_3(x,y) = -\frac{4}{45} x^6 \sin(2y),
\]

... gives the series solution as

\[
u(x,y) = \sin(2y) \left( 1 - 2x^2 + \frac{2}{3} x^4 - \frac{4}{45} x^6 + \ldots \right),
\]

and, in the closed form, as

\[
u(x,y) = \cos(2x) \sin(2y).
\]

Table 2 exhibits the approximate solution obtained by using the HPM and ITM [52]. It is clear that the obtained results are in high agreement with those obtained using the exact solutions. Higher accuracy can be obtained by using more terms.
3.3. Example 3

Consider the Fisher’s equation of the form

\[ u_t(x,t) - u_{xx}(x,t) - u(x,t)(1 - u(x,t)) = 0, \]

subject to the initial conditions

\[ u(x,0) = \beta. \]

This Fisher’s problem can be formulated as the integral equation

\[ u(x,t) = \beta + \int_0^t (u_x(x,t) + u(x,t)(1 - u(x,t)))dt. \]

Applying the convex homotopy method

\[ \begin{align*}
    & p^{(0)}: u_0(x,y) = \beta, \\
    & p^{(1)}: u_1(x,y) = \beta(1 - \beta)t, \\
    & p^{(2)}: u_2(x,y) = \frac{t^2}{2!}\beta(1 - 3\beta + 2\beta^2) - \frac{t^3}{3!}\beta^2(-1 + \beta)^2, \\
    & p^{(3)}: u_3(x,y) = \frac{t^4}{3!}(\beta - 6\beta^2 - 10\beta^3 + 5\beta^4) \\
    & + \frac{t^5}{60}(-1 + \beta)^2\beta^2(-1 + 2\beta) \\
    & - \frac{t^5}{60}(-1 + \beta)^2\beta^2(3 - 20\beta + 20\beta^2) \\
    & + \frac{t^5}{18}(-1 + \beta)^3\beta^3(-1 + 2\beta) - \frac{t^7}{63}(1 + \beta)^4\beta^4, \\
    & \vdots 
\end{align*} \]

and comparing the coefficients of equal powers of \( p \)

gives the solution in a closed form:

\[ u(x,t) = \frac{\beta \exp t}{1 - \beta + \beta \exp t}. \]

Table 3 shows the numerical results.

### 3.4. Example 4

Consider the Fisher’s equation of the form

\[ u_t - u_{xx} - 6u(1 - u) = 0, \]

subject to the initial conditions

\[ u(x,0) = \frac{1}{(1 + e^x)^2}. \]

This Fisher’s problem can be formulated as the integral equation

\[ u(x,t) = \frac{1}{(1 + e^x)^2} + \int_0^t (u_{xx} + 6u(1 - u))dt. \]

Applying the convex homotopy method

\[ \begin{align*}
    & u_0 + pu_1 + \beta^2 u_2 + \ldots = \\
    & \frac{1}{(1 + e^x)^2} + \frac{p}{(1 + e^x)^2} \int_0^t \left( \frac{\partial^2 u_0}{\partial x^2} + \frac{\partial^2 u_1}{\partial x^2} + \frac{\partial^2 u_2}{\partial x^2} + \ldots \right) \\
    & + 6(u_0 + pu_1 + \beta^2 u_2 + \ldots) \cdot (1 - (u_0 + pu_1 + \beta^2 u_2 + \ldots))dt, \\
    & \vdots 
\end{align*} \]
subject to the initial conditions
\[ u(x, 0) = \frac{1}{(1 + e^{\frac{1}{2}x})^3}. \]

This Fisher's problem can be formulated as the integral equation
\[ u(x, t) = \frac{1}{(1 + e^{\frac{1}{2}x})^3} - \int_0^t (u_{xx} + u(1 - u^2)) \, dt. \]

Applying the convex homotopy method
\[ u_0 + pu_1 + p^2u_2 + \ldots = \frac{1}{(1 + e^{\frac{1}{2}x})^{1/3}}, \]
\[ -p \int_0^t \left( \frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \ldots \right) \]
\[ + (u_0 + pu_1 + p^2u_2 + \ldots) \cdot (1 - (u_0 + pu_1 + p^2u_2 + \ldots)^6) \, dt, \]

and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x, t) = \frac{1}{(1 + e^{\frac{1}{2}x})^{1/3}}, \]
\[ p^{(1)} : u_1(x, t) = \frac{2e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \]
\[ p^{(2)} : u_2(x, t) = 25e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^5 \]
\[ + 50e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^2 \]
\[ + 150e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^3 \]
\[ + 10000e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^6 \]
\[ - 200e^{2x} \left( 1 + e^{\frac{1}{2}x} \right)^2 \]
\[ + 1 \left( 1 + e^{\frac{1}{2}x} \right)^6 \]
\[ \vdots \]
gives the solution in a closed form:
\[ u(x, t) = \frac{1}{(1 + \exp(x - 5t))^2}. \]

Table 4 shows the numerical results.

3.5. Example 5

Consider the generalized Fisher's equation
\[ u_t = u_{xx} + u(1 - u^6), \]

and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x, t) = \frac{1}{(1 + e^{\frac{1}{2}x})^{1/3}}, \]
\[ p^{(1)} : u_1(x, t) = \frac{2e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \]
\[ p^{(2)} : u_2(x, t) = 25e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^5 \]
\[ + 50e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^2 \]
\[ + 150e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^3 \]
\[ + 10000e^{\frac{1}{2}x} \left( \frac{5 - e^{\frac{1}{2}x}}{1 + e^{\frac{1}{2}x}} \right)^6 \]
\[ - 200e^{2x} \left( 1 + e^{\frac{1}{2}x} \right)^2 \]
\[ + 1 \left( 1 + e^{\frac{1}{2}x} \right)^6 \]
\[ \vdots \]
\begin{table}
\centering
\begin{tabular}{cccc}
\hline
$x$  & $\alpha = 0.2$ & $\alpha = 0.4$ \\
\hline
0  & $5.24926E-02$ & $4.5437E-02$ & $1.21845E-01$ & $1.9746E-01$ \\
0.2 & $7.9547E-02$ & $4.1746E-02$ & $2.1749E-01$ & $8.3997E-02$ \\
0.4 & $1.1085E-01$ & $3.2376E-02$ & $3.4171E-01$ & $9.2231E-04$ \\
0.6 & $1.5137E-01$ & $1.9195E-02$ & $4.9354E-01$ & $4.1063E-02$ \\
0.8 & $1.9961E-01$ & $5.0382E-03$ & $6.7401E-03$ & $4.1063E-02$ \\
1  & $2.5513E-01$ & $7.8583E-03$ & $8.7889E-05$ & $1.4662E-02$ \\
\hline
\end{tabular}
\caption{Numerical results for the generalized Fisher’s equation.}
\end{table}

gives the solution in a closed form:

$$u(x, t) = \left( (1/2) \tanh \left[ -3/4(x - 5\pi t) \right] + 1/2 \right)^{1/3}$$

Table 5 shows the numerical results.

3.6. Example 6

Consider the singularly perturbed sixth-order Boussinesq equation [14, 15, 32, 33, 40]

$$u_{tt} = u_{xx} + (p(u))_{xx} + \alpha u_{xxxx} + \beta u_{xxxxx}.$$

Taking $\alpha = 1$, $\beta = 0$, and $p(u) = 3u^2$, the model equation is given as

$$u_{tt} = u_{xx} + 3(u^2)_{xx} + u_{xxxx}$$

with the initial conditions

$$u(x, 0) = \frac{2ak^2e^{kx}}{(1 + ae^{kx})^2},$$

$$u_t(x, 0) = \frac{2ak^3\sqrt{1 + k^2(1 - ae^{kx})}e^{kx}}{(1 + ae^{kx})^3},$$

where $a$ and $k$ are arbitrary constants. The exact solution $u(x, t)$ of the problem is given as [33]

$$u(x, t) = \frac{2ak^2 \exp(kx + k \sqrt{1 + k^2t})}{(1 + ae^{kx})^2} +$$

$$\int_0^t \int_0^t \left[ \frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \cdots \right] \, dt \, dr +$$

$$\int_0^t \int_0^t \left[ \frac{\partial^3 u_0}{\partial x^3} + p \frac{\partial^3 u_1}{\partial x^3} + p^2 \frac{\partial^3 u_2}{\partial x^3} + \cdots \right] \, dt \, dr +$$

$$3 \left( \frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \cdots \right)^2 \right] \, dt \, dr,$$

and comparing the coefficients of equal powers of $p$

$$p^{(0)}: u_0(x, t) = \frac{2e^{kx}}{(1 + e^{kx})^2},$$

$$p^{(1)}: u_1(x, t) = \frac{2ak^3 \sqrt{1 + k^2(1 - ae^{kx})}e^{kx}}{(1 + ae^{kx})^3} +$$

$$\frac{2e^{kx}(1 - 4e^x + e^{2x})}{(1 + e^{kx})^4},$$

$$p^{(2)}: u_2(x, t) = \frac{-2\sqrt{2}e^{(-1 + e^x)(1 - 10e^x + e^{2x})}}{3(1 + e^{kx})^5} +$$

$$\frac{e^{kx}(1 - 4e^x + e^{2x})(1 - 44e^{2x} + 78e^{3x} - 44e^{3x} + e^{4x})}{3(1 + e^{kx})^4},$$

$$p^{(3)}: u_3(x, t) = -\frac{1}{15(1 + e^{kx})^7} \left[ \sqrt{2}e^{(-1 + e^x)} \right. \cdot$$

$$\left. (1 - 56e^x + 246e^{2x} - 56e^{3x} + e^{4x}) \right] \, t^5 +$$

$$\frac{1}{45(1 + e^{kx})^{12}} \left[ e^x(-1452e^x + 19149e^{2x} - 207936e^{3x} + 807378e^{4x} - 1256568e^{5x}) \right] \, t^6 +$$

$$\frac{1}{45(1 + e^{kx})^{12}} \left[ e^x(807378e^{6x} - 207936e^{7x} + 19149e^{8x} - 452e^{9x} + e^{10x}) \right] \, t^7,$$

... gives the series solution as

$$u(x, t) = \frac{2e^{kx}}{(1 + e^{kx})^2} + \frac{2ak^3 \sqrt{1 + k^2(1 - ae^{kx})}e^{kx}}{(1 + ae^{kx})^3} t^1 +$$

$$\frac{2e^{kx}(1 - 4e^x + e^{2x})}{(1 + e^{kx})^4} t^2 +$$

$$\frac{-2\sqrt{2}e^{(-1 + e^x)(1 - 10e^x + e^{2x})}}{3(1 + e^{kx})^5} t^3 +$$

$$\frac{e^x(1 - 4e^x + e^{2x})(1 - 44e^{2x} + 78e^{3x} - 44e^{3x} + e^{4x})}{3(1 + e^{kx})^4} t^4 +$$

$$\frac{8e^{2x}(1 - 10e^x + 20e^{2x} - 10e^{3x} + e^{4x})}{(1 + e^{kx})^6} t^5 +$$

$$\frac{-\sqrt{2}e^{(-1 + e^x)}(1 - 56e^x + 246e^{2x} - 56e^{3x} + e^{4x})}{15(1 + e^{kx})^7} t^6 +$$

$$\frac{1}{45(1 + e^{kx})^{12}} \left[ e^x(-1452e^x + 19149e^{2x} - 207936e^{3x} + 807378e^{4x} - 1256568e^{5x}) \right] \, t^7 +$$

$$\frac{1}{45(1 + e^{kx})^{12}} \left[ e^x(807378e^{6x} - 207936e^{7x} + 19149e^{8x} - 452e^{9x} + e^{10x}) \right] \, t^8 + \ldots.$$
Example 7

Consider the singularly perturbed sixth-order Boussinesq equation [14, 15, 32, 33, 40]

\[ u_{tt} = u_{xx} + (u^2)_{xx} - u_{xxx} + \frac{1}{2}u_{xxxxx} \]

with the initial conditions

\[ u(x,0) = -\frac{105}{169} \text{sech}^4 \left( \frac{x}{\sqrt{26}} \right), \]
\[ u_t(x,0) = -\frac{210}{\sqrt{11493}} \text{sech}^4 \left( \frac{x}{\sqrt{26}} \right) \tan \left( \frac{x}{\sqrt{26}} \right). \]

The exact solution of the problem is given as

\[ u(x,t) = -\frac{105}{169} \text{sech}^4 \left[ \sqrt{\frac{26}{1}} \left( x - \frac{97}{169} t \right) \right]. \]

Applying the convex homotopy method

\[ u_0 + pu_1 + p^2u_2 + \ldots = -\frac{105}{169} \text{sech}^4 \left( \frac{x}{\sqrt{26}} \right), \]
\[ -\frac{210}{\sqrt{11493}} \text{sech}^4 \left( \frac{x}{\sqrt{26}} \right) \tan \left( \frac{x}{\sqrt{26}} \right), \]
\[ + p \int_0^t \int_0^t \left[ \frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \ldots \right] \, dr \, dt, \]
\[ + \frac{1}{2} p \int_0^t \int_0^t \left[ \frac{\partial u_0}{\partial x} + p \frac{\partial u_1}{\partial x} + p^2 \frac{\partial u_2}{\partial x} + \ldots \right] \, dr \, dt, \]

and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0 = -\frac{105}{169} \text{sech}^4 \left( \frac{x}{\sqrt{26}} \right), \]
\[ p^{(1)} : u_1(x,t) = -\frac{105}{371293} \left( -291 + 194 \cosh \left( \frac{7x}{\sqrt{13}} \right) \right) \text{sech}^6 \frac{x}{\sqrt{26}} t^2, \]
\[ p^{(2)} : u_2(x,t) = \frac{395 \text{sech}^7 \frac{x}{\sqrt{26}}}{52206766144} \left( 10816 \sqrt{2522} \sinh \frac{x}{\sqrt{26}} - 1664 \sqrt{2522} \sin \frac{3x}{\sqrt{26}} t^3 + 334200 \text{sech}^5 \left( \frac{x}{\sqrt{26}} \right) \right) \]
\[ + 354247 \cosh \left( \frac{2x}{\sqrt{13}} \right) \text{sech}^5 \left( \frac{x}{\sqrt{26}} \right). \]

Fig. 1. Series solution \( u(x,t) \).

Table 6 exhibits the absolute error between the exact and the series solutions. Higher accuracy can be obtained by introducing some more components of the series solution. Figure 1 depicts the series solution \( u(x,t) \).

3.7. Example 7

The exact solution of the problem is given as

\[ u(x,t) = \sum_{n=0}^{\infty} \left( \frac{1}{n!} \right) \left( \frac{2}{\sqrt{169}} \right)^n \left( \frac{97}{169} t \right)^n. \]
\[ u(t) = \sum_{j=0}^{n} a_j(t) \]

where

\[ a_j(t) = \frac{(-1)^j}{j!} \left( \frac{\partial^j}{\partial t^j} \right) u(t) \]

for \( j = 0, 1, 2, \ldots, n \).

Table 7 exhibits the absolute error between the exact and the series solutions. Higher accuracy can be obtained by introducing some more components of the series solution. Figure 2 depicts the series solution \( u(x,t) \).

3.8. Example 8

Consider the following nonlinear system of partial differential equations:

\[ u_t + v_x w_y - v_y w_x = -u, \quad v_t + w_x u_y + w_y u_x = v, \]

\[ w_t + u_x v_y + u_y v_x = -w, \]

with the initial conditions

\[ u(x,y,0) = e^{x+y}, \quad v(x,y,0) = e^{x-y}, \quad w(x,y,0) = e^{-x+y}. \]

Applying the convex homotopy method

\[ u_0 + pu_1 + p^2 u_2 + \ldots = e^{x+y} - p \int_0^t \left( \frac{\partial u_0}{\partial x} + p \frac{\partial u_1}{\partial x} \right) dt + \ldots \]

\[ + p^2 \frac{\partial u_2}{\partial x} + \ldots \right) \left( \frac{\partial w_0}{\partial y} + p \frac{\partial w_1}{\partial y} + p^2 \frac{\partial w_2}{\partial y} + \ldots \right) dt \]

\[ + \int_0^t \left( \frac{\partial w_0}{\partial x} + p \frac{\partial w_1}{\partial x} + p^2 \frac{\partial w_2}{\partial x} + \ldots \right) dt = p_0'(u_0 + pu_1 + p^2 u_2 + \ldots) dt, \]
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\[ v_0 + pv_1 + p^2v_2 + \ldots = e^{x+y} - p \int_0^t \left( \frac{\partial v_0}{\partial y} + p \frac{\partial v_1}{\partial y} \right) dt + \left( \frac{\partial^2 w_0}{\partial y^2} + \ldots \right) \left( \frac{\partial^2 w_0}{\partial x^2} + p^2 \frac{\partial^2 w_0}{\partial x^2} + \ldots \right) dt \]

\[ + p^2 \frac{\partial^2 w_0}{\partial y^2} + \ldots \right) dt + p \int_0^t \left( v_0 + pv_1 + p^2v_2 + \ldots \right) dt, \]

and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x,y,t) = e^{x+y}, \quad v_0(x,y,t) = e^{x+y}, \]
\[ w_0(x,y,t) = e^{-x-y}, \]

\[ p^{(1)} : u_1(x,y,t) = -te^{x+y}, \quad v_1(x,y,t) = te^{x+y}, \]
\[ w_1(x,y,t) = te^{-x-y}, \]

\[ p^{(2)} : u_2(x,y,t) = \frac{t^2}{2!}e^{x+y}, \quad v_2(x,y,t) = \frac{t^2}{2!}e^{x-y}, \]
\[ w_2(x,y,t) = \frac{t^2}{2!}e^{-x+y}, \]

\[ p^{(3)} : u_3(x,y,t) = \frac{t^3}{3!}e^{x+y}, \quad v_3(x,y,t) = \frac{t^3}{3!}e^{x-y}, \]
\[ w_3(x,y,t) = \frac{t^3}{3!}e^{-x+y}, \]

\[ \vdots \]

gives the closed form solution as

\[ (u, v, w) = (e^{x+y-t}, e^{-x+y+t}, e^{x+y-t}). \]

3.9. Example 9

Consider the singular fourth-order parabolic equation

\[ \frac{\partial^2 u}{\partial t^2} + \left( \frac{1}{x} + \frac{x}{120} \right) \frac{\partial^4 u}{\partial x^4} = 0, \]

subject to the initial conditions

\[ u(x, 0) = 0, \quad \frac{\partial u}{\partial t}(x, 0) = 1 + \frac{x^5}{120}, \quad \frac{1}{2} < x < 1, \]

and the boundary conditions

\[ u \left( \frac{1}{2}, t \right) = \left( 1 + \frac{(1/2)^5}{120} \right) \sin t, \]
\[ u(1, t) = \left( \frac{121}{120} \right) \sin t, \quad t > 0, \]
\[ \frac{\partial^2 u}{\partial x^2} \left( \frac{1}{2}, t \right) = \frac{1}{6} \left( \frac{1}{2} \right)^3 \sin t, \]
\[ \frac{\partial^2 u}{\partial x^2}(1, t) = \frac{1}{6} \sin t, \quad t > 0. \]

Applying the convex homotopy method

\[ u_0 + pu_1 + p^2u_2 + \ldots = u_0(x,t) \]
\[ -p \int_0^t \int_0^1 \left( \frac{1}{x} + \frac{x^4}{120} \right) \left( \frac{\partial^4 u_0}{\partial x^4} + p^2 \frac{\partial^4 u_1}{\partial x^4} + p^4 \frac{\partial^4 u_2}{\partial x^4} + \ldots \right) dtdr, \]

and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x,t) = \left( 1 + \frac{x^5}{120} \right) t, \]
\[ p^{(1)} : u_1(x,t) = - \left( 1 + \frac{x^5}{120} \right) \frac{t^3}{3!}, \]
\[ p^{(2)} : u_2(x,t) = \left( 1 + \frac{x^5}{120} \right) \frac{t^5}{5!}, \]
\[ p^{(3)} : u_3(x,t) = - \left( 1 + \frac{x^5}{120} \right) \frac{t^7}{7!}, \]

\[ \vdots \]
gives the solution as
\[ u(x, t) = \left( 1 + \frac{x^5}{120} \right) (t - \frac{t^3}{3!} + \frac{t^5}{5!} - \frac{t^7}{7!} + \ldots) = \left( 1 + \frac{x^5}{120} \right) \sin t, \]
which is the exact solution. It is interesting to point out that the exact solution is obtained by using the initial conditions only. Moreover, the obtained solution can be used to justify the given boundary conditions.

### 3.10. Example 10

Consider the following singular fourth-order parabolic partial differential equation in two space variables:
\[
\frac{\partial^2 u}{\partial t^2} + 2 \left( \frac{1}{x^2} + \frac{x^4}{6!} \right) \frac{\partial^4 u}{\partial x^4} + 2 \left( \frac{1}{y^2} + \frac{y^4}{6!} \right) \frac{\partial^4 u}{\partial y^4} = 0
\]
with the initial conditions
\[ u(x, y, 0) = 0, \quad \frac{\partial u}{\partial t}(x, y, 0) = 2 + \frac{x^6}{6!} + \frac{y^6}{6!}, \]
and the boundary conditions
\[
u \left( \frac{1}{2} \right, y, t \right) = \left( 2 + \frac{(0.5)^6}{6!} + \frac{y^6}{6!} \right) \sin t, \\
u(1, y, t) = \left( 2 + \frac{1}{6!} + \frac{y^6}{6!} \right) \sin t, \\
\frac{\partial^2 u}{\partial x^2} \left( \frac{1}{2}, y, t \right) = \left( 0.5 \right)^4 \sin t, \\
\frac{\partial^2 u}{\partial x^2} (1, y, t) = \frac{1}{24} \sin t, \\
\frac{\partial^2 u}{\partial y^2} \left( x, \frac{1}{2}, t \right) = \left( 0.5 \right)^4 \sin t, \\
\frac{\partial^2 u}{\partial y^2} (x, 1, t) = \frac{1}{24} \sin t.
\]

### Applying the convex homotopy method

\[ u_0 + pu_1 + p^2 u_2 + \ldots = u_0(x, t) \]
\[ -2p \int_0^t \int_0^t \left( \frac{1}{y^2} + \frac{y^4}{6!} \right) \left( \frac{\partial^4 u_0}{\partial x^4} + p \frac{\partial^4 u_1}{\partial x^4} \right) \frac{\partial^4 u_1}{\partial y^4} \, dy \, dt, \]
and comparing the coefficients of equal powers of \( p \)
\[
p^{(0)} : u_0(x, t) = \left( 2 + \frac{x^6}{6!} + \frac{y^6}{6!} \right) \sin t, \\
p^{(1)} : u_1(x, t) = \left( 2 + \frac{x^6}{6!} + \frac{y^6}{6!} \right) \left( -\frac{t^3}{3!} \right), \\
p^{(2)} : u_2(x, t) = \left( 2 + \frac{x^6}{6!} + \frac{y^6}{6!} \right) \left( \frac{t^7}{7!} \right), \\
p^{(3)} : u_3(x, t) = \left( 2 + \frac{x^6}{6!} + \frac{y^6}{6!} \right) \left( -\frac{t^7}{7!} \right), \\
p^{(4)} : u_4(x, t) = \left( 2 + \frac{x^6}{6!} + \frac{y^6}{6!} \right) \left( \frac{t^9}{9!} \right), \\
\vdots
\]
gives the exact solution easily:
\[ u(x, t) = \left( 2 + \frac{x^6}{6!} + \frac{y^6}{6!} \right) \left( t - \frac{t^3}{3!} + \frac{t^5}{5!} - \frac{t^7}{7!} + \frac{t^9}{9!} + \ldots \right) = \left( 2 + \frac{x^6}{6!} + \frac{y^6}{6!} \right) \sin t. \]

### 3.11. Example 11

Consider the fourth-order singular parabolic partial differential equation
\[
\frac{\partial^2 u}{\partial t^2} + \left( \frac{x}{\sin x} - 1 \right) \frac{\partial^4 u}{\partial x^4} = 0, \quad 0 < x < 1, \quad t > 0
\]
with the initial conditions
\[ u(x, 0) = x - \sin x, \quad 0 < x < 1, \\
\frac{\partial u}{\partial t}(x, 0) = -(x - \sin x), \quad 0 < x < 1, \]
Applying the convex homotopy method

and the boundary conditions

\[ u(0,t) = 0, \quad u(1,t) = e^{-t}(1 - \sin 1), \quad t > 0, \]
\[ \frac{\partial^2 u}{\partial x^2}(0,t) = 0, \quad \frac{\partial^2 u}{\partial x^2}(1,t) = e^{-t} \sin 1, \quad t > 1. \]

Applying the convex homotopy method

\[ u_0 + pu_1 + p^2u_2 + \ldots = u_0(x,t) - p \int_0^t \int_0^t \left( \frac{x}{\sin x} - 1 \right) \, dr \, dt, \]
and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x,t) = x - \sin x, \]
\[ p^{(1)} : u_1(x,t) = -(x - \sin x)t, \]
\[ p^{(2)} : u_2(x,t) = (x - \sin x) \left( \frac{t^2}{2!} - \frac{t^3}{3!} \right), \]
\[ p^{(3)} : u_3(x,t) = (x - \sin x) \left( \frac{t^4}{4!} - \frac{t^5}{5!} \right), \]
\[ p^{(4)} : u_4(x,t) = (x - \sin x) \left( \frac{t^6}{6!} - \frac{t^7}{7!} \right), \]
\[ p^{(5)} : u_5(x,t) = (x - \sin x) \left( \frac{t^8}{8!} - \frac{t^9}{9!} \right), \]
\[ \vdots \]
gives the solution as

\[ u(x,t) = (x - \sin x) \left( 1 - t + \frac{t^2}{2!} - \frac{t^3}{3!} + \frac{t^4}{4!} - \frac{t^5}{5!} + \ldots \right), \]
which is the exact solution. It satisfies the boundary conditions also that we did not use in the analysis.

3.12. Example 12

Consider the two-dimensional initial boundary value problem

\[ u_{tt} = \frac{1}{2} y^2 u_{xx} + \frac{1}{2} x^2 u_{yy}, \quad 0 < y, \quad y < 1, \quad t > 0 \]
with the boundary conditions

\[ u(0,y,t) = y^2 e^{-t}, \quad u(1,y,t) = (1 + y^2) e^{-t}, \]
and the initial conditions

\[ u(x,y,0) = x^2 + y^2, \quad u_t(x,y,0) = -(x^2 + y^2). \]

Applying the convex homotopy method

\[ u_0 + pu_1 + p^2u_2 + \ldots = (x^2 + y^2) + \frac{1}{2} \int_0^t \int_0^t \left( \frac{x}{\sin x} - 1 \right) \, dr \, dt, \]
and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x,y,t) = (x^2 + y^2) - (x^2 + y^2)t, \]
\[ p^{(1)} : u_1(x,y,t) = (x^2 + y^2) \left( \frac{t^2}{2!} - \frac{t^3}{3!} \right), \]
\[ p^{(2)} : u_2(x,y,t) = (x^2 + y^2) \left( \frac{t^4}{4!} - \frac{t^5}{5!} \right), \]
\[ p^{(3)} : u_3(x,y,t) = (x^2 + y^2) \left( \frac{t^6}{6!} - \frac{t^7}{7!} \right), \]
\[ p^{(4)} : u_4(x,y,t) = (x^2 + y^2) \left( \frac{t^8}{8!} - \frac{t^9}{9!} \right), \]
\[ p^{(5)} : u_5(x,y,t) = (x^2 + y^2) \left( \frac{t^{10}}{10!} - \frac{t^{11}}{11!} \right), \]
gives the series solution as

\[ u(x,y,t) = (x^2 + y^2) \left( 1 - t + \frac{t^2}{2!} - \frac{t^3}{3!} + \frac{t^4}{4!} - \frac{t^5}{5!} + \frac{t^6}{6!} - \frac{t^7}{7!} + \frac{t^8}{8!} - \ldots \right), \]
and, in a closed form, as

\[ u(x,y,t) = (x^2 + y^2) e^{-t}, \]
which is in full agreement with [12].

3.13. Example 13

Consider the three-dimensional initial boundary value problem

\[ u_{tt} = \frac{1}{45} x^2 u_{xx} + \frac{1}{45} y^2 u_{yy} + \frac{1}{45} z^2 u_{zz} - u, \quad 0 < x, \quad y < 1, \quad t < 0, \]
subject to the Neumann boundary conditions
\[ u_x(0,y,z,t) = 0, \]
\[ u_x(1,y,z,t) = 6y^6z^6 \sinh t, \]
\[ u_y(x,0,z,t) = 0, \]
\[ u_y(x,1,z,t) = 6x^6z^6 \sinh t, \]
\[ u_z(x,y,0,t) = 0, \]
\[ u_z(x,y,1,t) = 6x^6y^6 \sinh t, \]
and the initial conditions
\[ u(x,y,z,0) = 0, \quad u_t(x,y,z,0) = x^6y^6z^6. \]

Applying the convex homotopy method
\[ u_0 + pu_1 + p^2u_2 + \ldots = (x^6y^6z^6)t \]
\[ + \frac{1}{45} p \int_0^t \int_0^t x^2 \left( \frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \ldots \right) \, dt \, dr \]
\[ + \frac{1}{45} p \int_0^t \int_0^t y^2 \left( \frac{\partial^2 u_0}{\partial y^2} + p \frac{\partial^2 u_1}{\partial y^2} + p^2 \frac{\partial^2 u_2}{\partial y^2} + \ldots \right) \, dt \, dr \]
\[ + z^2 \left( \frac{\partial^2 u_0}{\partial z^2} + p \frac{\partial^2 u_1}{\partial z^2} + p^2 \frac{\partial^2 u_2}{\partial z^2} + \ldots \right) \, dt \, dr \]
\[ - p \int_0^t \int_0^t (u_0 + pu_1 + p^2u_2 + \ldots) \, dr \, dt, \]
and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x,y,z,t) = x^6y^6z^6t, \]
\[ p^{(1)} : u_1(x,y,z,t) = x^6y^6z^6 \frac{t^3}{3!}, \]
\[ p^{(2)} : u_2(x,y,z,t) = x^6y^6z^6 \frac{t^5}{5!}, \]
\[ p^{(3)} : u_3(x,y,z,t) = x^6y^6z^6 \frac{t^7}{7!}, \]
\[ p^{(4)} : u_4(x,y,z,t) = x^6y^6z^6 \frac{t^9}{9!}, \]
\[ \vdots \]
gives the series solution as
\[ u(x,y,z,t) = x^6y^6z^6 \left( t + \frac{t^3}{3!} + \frac{t^5}{5!} + \frac{t^7}{7!} + \frac{t^9}{9!} + \ldots \right) \]
\[ = x^6y^6z^6 \sinh t. \]

3.14. Example 14

Consider the two-dimensional nonlinear inhomogeneous initial boundary value problem
\[ u_t = 2x^2 + 2y^2 + \frac{15}{2} (u^2 + xy^2), \]
\[ 0 < x, \quad 0 < y, \quad t > 0 \]
with the boundary conditions
\[ u(0,y,t) = y^2 + y^6, \]
\[ u(1,y,t) = (1 + y^2)^2 + (1 + y)^6, \]
\[ u(x,0,t) = x^2 + xy^6, \]
\[ u(x,1,t) = (1 + x^2)^2 + (1 + x)^6, \]
and the initial conditions
\[ u(x,y,0) = 0, \quad u_t(x,y,0) = 0. \]

Applying the convex homotopy method
\[ u_0 + pu_1 + p^2u_2 + \ldots = p \int_0^t \int_0^t \left[ \frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \ldots \right] \, dt \, dr \]
\[ + p \frac{\partial^2 u_0}{\partial y^2} + \ldots \right) \, dt \, dr \]
\[ + \frac{1}{45} p \int_0^t \int_0^t y^2 \left( \frac{\partial^2 u_0}{\partial y^2} + p \frac{\partial^2 u_1}{\partial y^2} + p^2 \frac{\partial^2 u_2}{\partial y^2} + \ldots \right) \, dt \, dr \]
\[ + p \frac{\partial^2 u_0}{\partial z^2} + \ldots \right) \, dt \, dr \]
\[ + p \frac{\partial^2 u_0}{\partial z^2} + \ldots \right) \, dt \, dr \]
\[ + p \frac{\partial^2 u_0}{\partial z^2} + \ldots \right) \, dt \, dr, \]
and comparing the coefficients of equal powers of \( p \)

\[ p^{(0)} : u_0(x,y,t) = 0, \]
\[ p^{(1)} : u_1(x,y,t) = (x^2 + y^2)^2, \]
\[ p^{(2)} : u_2(x,y,t) = (x + y)^6, \]
\[ p^{(3)} : u_3(x,y,t) = 0, \]
\[ \vdots \]
gives the solution as
\[ u(x,y,t) = (x^2 + y^2)^2 + (x + y)^6, \]
which is in full agreement with [12].

3.15. Example 15

Consider the three-dimensional nonlinear initial boundary value problem
\[ u_t = (2 - t^2) + u - (e^{-x^2}u_x^2 + e^{-y^2}u_y^2 + e^{-z^2}u_z^2), \]
\[ 0 < x, \quad 0 < y, \quad 0 < z, \quad t < 0, \]
subject to the Neumann boundary conditions
\[ u_t(0, y, z, t) = 1, \quad u_x(1, y, z, t) = e, \]
\[ u_y(x, 0, z, t) = 0, \quad u_y(x, 1, z, t) = e, \]
\[ u_z(x, y, 0, t) = 1, \quad u_z(x, y, 1, t) = e, \]
and the initial conditions
\[ u(x, y, z, 0) = e^x + e^y + e^z, \]
\[ u_t(x, y, z, 0) = 0. \]

Applying the convex homotopy method
\[ u_0 + pu_1 + p^2u_2 + \ldots = (e^x + e^y + e^z) \]
\[ -p \int_0^t \left[ e^{-\varepsilon} \left( \frac{\partial^2 u_0}{\partial x^2} + p \frac{\partial^2 u_1}{\partial x^2} + p^2 \frac{\partial^2 u_2}{\partial x^2} + \ldots \right) \right]^2 \]
\[ - (2 - t^2) \int_0^t \right] \, dt - p \int_0^t \left[ e^{-\varepsilon} \left( \frac{\partial^2 u_0}{\partial y^2} + p \frac{\partial^2 u_1}{\partial y^2} + p^2 \frac{\partial^2 u_2}{\partial y^2} + \ldots \right) \right]^2 \]
\[ + p \int_0^t \left( u_0 + pu_1 + p^2 u_2 + \ldots \right) \, dt, \]
and comparing the coefficients of equal powers of \( p \)
\[ p^{(0)} : u_0(x, y, z, t) = (e^x + e^y + e^z) + t^2 - \frac{t^4}{12}, \]
\[ p^{(1)} : u_1(x, y, z, t) = \frac{t^4}{12} - \frac{t^6}{360}, \]
gives the solution as
\[ u(x, y, z, t) = (e^x + e^y + e^z) + t^2. \]

4. Conclusions

We applied the homotopy perturbation method (HPM) for finding the solution of a system of partial differential equations. The method is applied in a direct way without using linearization, transformation, discretization or restrictive assumptions. It may be concluded that the HPM is very powerful and efficient in finding the analytical solutions for a wide class of boundary value problems. The method gives more realistic series solutions that converge very rapidly in physical problems. It is worth mentioning that the method is capable of reducing the volume of the computational work as compared to the classical methods while still maintaining the high accuracy of the numerical result. The fact that the HPM solves nonlinear problems without using the Adomian’s polynomials is a clear advantage of this technique over the decomposition method.
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